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ABSTRACT 
There has been extensive progress in the use of multiphase 
computational fluid dynamics (CFD) for the simulation of 
reactive fluidized beds.  Several case studies (ozone 
decomposition, silane/tetrachlorosilane pyrolysis, methane 
combustion, and coal gasification) are presented which 
demonstrate the current capabilities, using the NETL 
developed code MFIX.  For the ozone studies, thermal 
effects are unimportant; the ozone is only present in small 
amounts. Also, mixing effects are not addressed since the 
ozone was premixed with the fluidization air.  For 
methane combustion, the chemical reactions are all in the 
gas phase although heat transfer to the granular phase is 
important; again the reactants are premixed in the plenum.  
For coal gasification, the solids must be mixed with the 
fluidizing air; many heterogeneous reactions are also 
included.  Complicated chemical schemes are required to 
describe these processes; the heat release is accounted for, 
as is the effect on fluidization of gas released by the 
chemical conversion. 

NOMENCLATURE 
 

gmF  drag coefficient between gas and phase m ≥ 1 

gmH  heat transfered between gas and phase m ≥ 1 

wallH  heat transfered between gas and the wall 

rmH∆
r

 heat of reactions in phase m 

gmI
r

momentum exchange between gas and phase m ≥ 1 

mlI momentum exchange between granular phases m,l ≥ 
1 

mqr  conductive heat flux in phase m 

mnR  reaction rate of species n in phase m 

gmR  total reaction rate between phase m and gas phase 

mS  stress in  phase m: gas (m = 0) or granular (m ≥ 1) 

mT  temperature of phase m 

wallT
r

 temperature of vessel wall 

vm  local instantaneous velocity of phase m 

mnX mass fraction of species n in phase m 
 

mε  volume fraction of phase m 

mρ density of phase m 

INTRODUCTION 
There has been extensive progress in the use of multiphase 
computational fluid dynamics (CFD) for the simulation of 
isothermal, nonreactive fluidized beds (Snider, O’Rourke, 
and Andrews, 1998, Guenther and Syamlal, 2000; 
McKeen and Pugsley, 2003).  The utility of this 
computation approach is here demonstrated for chemically 
reactive flows with heat transfer, using the NETL 
developed code MFIX.  Several case studies (ozone 
decomposition, silane/tetrachlorosilane pyrolysis, methane 
combustion, and coal gasification) are presented which 
demonstrate the current capabilities.  Previous calculations 
accurately simulated experimental results for ozone 
decomposition in a bubbling fluidized bed. However, 
thermal effects were not important, since the ozone was 
only present in small amounts; also, mixing effects were 
not addressed since the ozone was premixed with the 
fluidization air in the plenum  The additional calculations 
reported in this paper are for processes that are very 
exothermic.  For methane combustion, the chemical 
reactions are all in the gas phase; for coal gasification and 
the Si processes, there are also many heterogeneous 
reactions.  In addition to the complicated chemical 
schemes required to describe these processes, the heat 
release is accounted for, as is the effect on fluidization of 
gas released by the chemical conversion. In order to allow 
this coupled calculation, advanced computational 
methods, which were developed for single phase CFD, 
have been utilized.  These calculations resolve many 
interesting features of the processes, such as regions of 
preferred bubble transit, which allow gas by-passing, and 
chemically reactive zones near the distributor. 

MODEL DESCRIPTION 

MFIX Equation Set 
The multifluid model using in these simulations describes 
the carrier fluid and each granular type as an 
interpenetrating fluid. (Anderson and Jackson, 1967; 
Syamlal, Rogers and O’Brien, 1993).  The code MFIX 
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(www.mfix.org) solves the following set of partial 
differential equations in a sequential fashion. 
 
Gas (m = 0) or Granular Phase (m ≥ 1) Continuity Eq.: 
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Gas Phase (m = 0) Momentum Eq:  
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Granular Phase (m ≥ 1) Momentum Eq:  
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Gas Phase Temperature Eq: 
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Granular Phase (m ≥ 1) Temperature Eq: 
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These equations are supplemented by a host of 
constitutive relations which are required for closure, some 
of which are listed below, roughly in order of their 
significance. 
 
Momentum Exchange: r ( )
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The contributions to this term are the buoyancy effect of 
the fluidizing gas, the gas-granular drag law and the 
momentum exchange associated with mass transfer 
between the phases. 
 
Gas-Particle Drag: 
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Gas-Phase Stress: 
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Granular Phase Stress: 
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For values of , the “viscous” stress is 
represented  by the kinetic theory of granular material  
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For more compacted conditions, , a “plastic” 
stress representation is used. 
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Gas Phase Convective Heat Flux: 

gggg Tkq ∇−= εr
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A Fickian approximation is used. 
 
Gas-Granular Heat Transfer Coefficient: 

( )gmgmgm TTH −−= γ  

CHEMICALLY REACTIVE SYSTEMS 
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 Figure 1: Ozone decomposition, [O3]out/[O3]in , (left 
scale; circles) and fractional bed expansion (right scale; 
triangles) as a function of fluidization velocity.  Open 
symbols are simulations at different mesh resolutions 
(connected by solid lines); data are solid symbols, 
reported by Fryer and Potter (1976). 
 
Ozone Decomposition has been used extensively to 
characterize the contacting in fluidized beds.  An 
extensive study (Syamlal and O’Brien, 2003) was based 
on the experiments conducted by Fryer and Potter (1976) 
in a 22.9 cm diameter cylinder, 200 cm tall.  The first 
order global kinetics for the heterogeneous decomposition 
reaction O3 → 2/3 O2 was represented as 

. The 

catalytic rate constant  was determined by experimental 
measurements in a fixed bed (Fryer and Potter, 1976). 
These simulations very accurately reproduced the over-all 
decomposition of ozone over a range of fluidization 
velocities, provided the numerical resolution was 
sufficient to capture bubble formation accurately. At low 
resolution (shown as MFIX 36x56, in Figure 1), the 
calculated bubbles still contained considerable amounts of 
the granular phase so that contacting occurred even in 
these regions. Hence, the decomposition was over-
estimated.  However, with increased numerical resolution, 
the conversion was predicted quite accurately over a broad 
range of fluidization velocities (Figure 1., MFIX 72x112).  
One condition was calculated at even higher resolution to 
confirm that the conversion results were converged 
(Figure 1., MFIX 144x224).  As the fluidization velocity 
was increased, bubble formation increased; this resulted in 
decreased decomposition since more of the ozone by-
passed the bed. With adequate numerical resolution, these 
simulations show that this global feature can be captured 
quantitatively.  At the higher velocities, the agreement 
with the reported bed expansion began to deteriorate.  It is 
not know whether this was due to increased experimental 
uncertainty, as noted (Fryer and Potter, 1976), or because 
even higher numerical resolution is required to resolve the 
surface of a vigorously bubbling bed.  In this study, since 
the ozone was only present in trace amounts, there were 

no thermal effects and no effect of the chemical reactions 
on the bed dynamics. 

3323
/X = 2/3 = OgsOO OMWkRR ρε−−
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Silicon Chlorination is required to form trichlorosilane, 
the most common precursor for the commercial 
converstion of metallurgical grade Si to high purity, 
polycrystalline metallic silicon for the electronics industry 
(JPL, 1979).  Experimental rate information was analyzed 
in terms of a two step global reaction scheme which was 
used in the simulation.  The initial step is a slow 
homogeneous gas-phase reaction, SiCl4 + H2 ↔ SiHCl3 + 
HCl, represented as 
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(In this expression, the partial pressures are expressed in 
g/(cm⋅s2) and the temperature is in Kelvin.)   The 
dimensionless thermodynamic equilibrium constant is 
written as ( )gEQ TK /7.87902873.4exp −= .  

This reaction is complemented by a fast heterogeneous 
reaction, Si(s) + 3 HCl → SiHCl3 2
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Silane Pyrolysis in a fluidized bed is the final step in a 
proposed process for the formation of ultrapure silicon 
from metallurgical grade (m.g.) silicon.  (JPL, 1979; 
Caussat, Hémati, and Couderc, 1995-I).  In simulating this 
process, the heterogeneous decomposition, SiH4(g) → 
Si(s) + 2H2(g) was represented by a global reaction 
(Furusawa, Kojima, and Hiroha, 1988) 
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Using a more complicated mechanism (Caussat, Hémati, 
and Couderc, 1995-II) produced similar results.   These 
simulations of the 63 x 5.3 cm (ID) reactor reproduced the 
reported production of H2 in the exit stream (Caussat, 
Hémati, and Couderc, 1995-I), but this was not a very 
sensitive test of the accuracy of the simulations.  The 
reaction was essentially completed in a 5 cm region above 
the distributor.  It was significant that the results for 2-D 
(cylindrically symmetric) and 3-D simulations showed 
significantly different behaviour for this narrow geometry.  
The 2-D simulation restricted the motion of bubbles to the 
centreline so that there was a strong radial variation in the 
time-averaged voidage.  In the 3-D simulations, the 
bubbles migrated to the centreline, resulting in a much 
more uniform voidage distribution.  This had a significant 
effect on the detailed chemical profiles within the bed (but 
not the overall conversion), since the decomposition rate 
depends on the local particle loading. 
 
Methane Combustion in fluidized beds has been 
experimentally studied by many groups (e.g., Hesketh and 
Davidson, 1991; van der Vaart, 1992; Pre, Hemati, and 
Marchand, 1998).  It was decided to simulate the 
experiments of (van der Vaart, 1992) since information on 
both the hydrodynamic behaviour of the bed and the 
combustion were reported.  In an initial calculation, the 
chemical species transport equations and the energy 
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equation where deactivated to examine only the 
hydrodynamic behaviour of a nonreactive bed.  In this 
simulation, after an initial transient, flat void regions 
formed very close to the distributor and then rolled up into 
the characteristic shape of “bubbles,” mainly near the 
outside, bottom corner of the vessel.  Once formed, these 
bubbles rose and migrated toward the centreline of the 
bed.  On average, this generated a sloping band of reduced 
void fraction from the lower outside region of the vessel 
toward the centreline, producing a region of high gas flow,       
related to gas by-passing the bed in the “bubble phase.”  
The bubble-induced time-averaged solids motion showed 
a downward circulation pattern near the centreline; near 
the top of the bed, there was also downward flow of solids 
near the outside wall.  The bed was not deep enough to 
establish an upwards solids circulation pattern near the 
centerline; bubbles did not have enough time to migrate 
completely to the center of the bed before bursting at the 
surface.  This type of pattern is typical of shallow 
bubbling beds (Kunii and Levenspiel, 1991).   
 
The conditions of the van der Vaart experiments 
correspond to the “fast” bubble regime; the voidages rise 
through the bed faster than the interstitial fluid flow.  
Thus, the by-passing gas makes contact with emulsion 
phase only in the “cloud” region surrounding the bubble.  
This may delay the heating of the inlet gas by the bed 
material.  As the superficial velocity increases, so does the 
bubble size, which implies their rise velocity increases so 
that the cloud is further reduced.  This further delays the 
gas heat-up. 
 
This process   of combustion  involves chemical reactions, 
which are all in the gas phase. However, the granular 
phase exerts a significant influence by quenching the free 
radicals and moderating temperature changes.  It is 
difficult to quantify the extent of these effects.  A global 
kinetics scheme was used in the simulation, based on a 
simple two step combustion scheme:  
1) CH4 + 3/2 O2 → CO + 2 H2O 
2) CO + ½O2 → CO2.   
This includes six gas phase species: CH4, CO2, CO, H2O, 
O2, and N2.  The homogeneous reaction rates used were 
those of Dryer and Glassman (1973) 
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A factor of gε has been included in these expressions to 

convert the reported rate expressions from gas-volume to 
reactor-volume basis.  These rate expression had to be 
changed in another significant manner, however, to 
account for quenching of free radicals by the granular 
phase, as discussed below.   
 
The experimental data (van der Vaart, 1992) shows that 
methane is consumed rather gradually over a height of 
about 13 cm above the distributor.  In stark contrast the 
simulations showed that methane was consumed almost 
immediately (in less than 1 cm) above the distributor.  
This is thought to be because the above rate expressions, 
developed for gas-phase combustion, do not account for 
combustion inhibition (caused by free-radical quenching 

on particle surfaces) observed in packed beds (Hayhurst 
and Tucker, 1990; Srinivasan et al., 1998).  Since we are 
not aware of any global rate expression that accounts for 
this effect we chose the ad hoc solution of “turning off” 
the reactions in regions where the solids volume fraction 
exceeded 0.1.  With this modification, the predicted 
methane profile was in better agreement with experiment.  
Although these calculations demonstrated that such a 
simulation is feasible, the agreement with the 
experimental results is incomplete since there is such great 
uncertainty in the reaction rates. 
 
Coal Gasification:  For coal gasification, in addition to 
the effect of heat release, there are also many 
heterogeneous reactions which require accounting for the 
effect on fluidization of the gas released by the chemical 
conversion.  The chemical kinetics scheme used to 
describe coal gasification, although global, is still quite 
complicated, tracking 8 gas phase species and 4 solid 
phase species (Syamlal and Bisset, 1992): 
 
Drying: Moisture (coal) → H2O(g) 
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Tar-cracking:  
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Steam gasification: C + H2O → CO + H2 
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CO2 gasification:  C + CO2 : 2CO 
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Methanation: C + 2H2 :  CH4  
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Carbon combustion: 2C + O2 → 2CO  
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CO combustion: CO + ½O2 → CO2  
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CH4 combustion: CH4 + 2O2 → CO2 + 2H2O  
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H2 combustion: H2 + ½O2 → H2O  
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Tar combustion: Tar + fO2 O2 → fCO2 CO2 + fH2O H2O 
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Water gas - shift reaction: CO + H2O :  CO2 + H2 
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Species Simulation Experimental 
CO 13.0 11.9 
CO2 8.0 7.4 
CO2/ CO ratio 1.6 1.6 
CH4 1.9 1.1 
H2 7.0 6.5 
H2O 4.1 6.1 
Carbon conv. 87% 95% 
Exit Tg (K) 1707°F (1204 K) 1725°F (1214 K) 
Table 1: Comparison between simulation results and 
experiments of the mole percent of the major species (CO, 
CO2, CH4, H2, and H2O), total carbon conversion and gas 
temperature in the exit product gas of a representative run 
of the Power System Development Facility transport 
reactor (Leonard, et al., 2002). 
  

Using this kinetic scheme, simulations have been 
performed of the large transport gasifier at Power System 
Development Facility, operated by Southern Company in 
Wilsonville, Alabama, USA (Leonard, et al., 2002).  Since 
this is an industrial scale facility, only limited detailed 
data is available for validation.  Table 1 shows good 
agreement between the simulations (Guenther, et al., 
2002) and the experiments for the distribution of the major 
species in the product gas. 
  

 
Figure 2: A view of the transition section of the Power 
System Development Facility transport reactor (Leonard, 
et al., 2002), showing time-averaged isosurfaces of the 
mass fractions of oxygen (lower region; XO2 = 0.1) and 
hydrogen (upper region; XH2 = 0.1) generated at the coal 
inlet.  The isosurfaces are colour coded according to the 
gas phase temperature. 
 
Figure 2 shows a seven-foot view of the transition region 
in the gasifier, between the mixer section and the riser.  
Fresh coal is injected near the top of the mixer section. 
Isosurfaces are shown of the time-averaged mass fraction 
of O2 (lower left region; XO2 = 0.1) and H2 (narrow upper 
right region; XH2 = 0.1).  The surfaces themselves are 
coloured corresponding to the local gas temperature, 
which is almost the same as the granular phase 
temperature except close to the coal inlet. 
 
There are many uncertainties in these simulations. It is 
unknown if the mesh resolution accurately captures the 
multiphase hydrodynamics; mesh independent was not 
demonstrated.   There is great uncertainty in the carbon 
content of the recycle solid stream in this facility, and the 
simulations are quite sensitive to this number.  Also, the 
coal chemistry scheme contains many uncertain 
parameters.  However, such a calculation demonstrates 
that it is possible to provide detailed information about the 
flow and chemical processes within a large industrial unit.      

CONCLUSION 
These examples of the simulation of chemically reactive 
fluidized bed processes demonstrate that it is feasible to 
calculate the coupled effects of heavily-loaded, gas-
particle hydrodynamics, heat transfer and complicated 
chemical reactions.  However, transient calculations are 
required to capture the inherent fluctuations in these flows. 
(Turbulence theories used in single phase flow have not 
been extended to describe these types of flows.)  Thus, 
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these calculations are computationally very intensive, 
requiring days of CPU time on parallel clusters.    Also, 
quite high numerical resolution is required to resolve the 
behaviour of the multiphase flow adequately so that the 
chemistry is represented accurately.  This problem is, of 
course, compounded for large scale processes.  
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