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ABSTRACT 

Although bubble columns are widely used in many 

industrial situations, there are very few studies of such 

devices operating at high superficial velocities. Numerical 

simulations are reported here across a wide range of 

operating conditions, where we discuss model 

assumptions and model validation. Particular emphasis is 

placed on the various solution methods that can be 

employed. In particular, we show that massive speed-up is 

possible using the new NITA solver in ANSYS Fluent 16. 

NOMENCLATURE 

𝐶𝑑  drag coefficient 

D  diffusion coefficient  

𝑑𝑏  bubble diameter 

𝑘  turbulence kinetic energy 

M  momentum exchange term 

p  pressure 

S  source term 

t  time 

T  source term due to presence of bubbles 

U   velocity 

Y  mass fraction 

 

α  volume fraction 

𝜀  turbulence energy dissipation rate 

Γ  exchange coefficient 

  dynamic viscosity 

  density 

 

Subscripts 

 

Dis, O2 dissolved oxygen 

eff  effective (i.e. laminar + turbulent) 

G  gas 

L  liquid 

O2  oxygen 

t  turbulent 

INTRODUCTION 

Over the last four years, we have embarked on a major 

project to understand industrial bubble columns used in 

the fermentation industry. Of central importance is the 

extension of the existing experimental database and 

models to high superficial velocities, for which the 

literature is largely empirical (Heijnen and van’t Riet 

(1988), Kantarci et al. (2005)), and to complex fluids 

containing biologically active organisms. The challenges 

are enormous given that the model must be able to predict 

hold-up, oxygen transfer, mixing times and the impact of 

these factors on the kinetics of micro-organisms in a 

system containing a range of surface active compounds. 

By using a staged approach in which CFD simulations 

have been validated using data from bench-top 

experiments (McClure et al. 2013, McClure et al. 2014a,b) 

and a pilot-scale plant (McClure et al. 2014d, 

2015a,b,c,d,e), we have made considerable progress. 

Despite keeping the model as simple as possible by 

employing a single bubble size, the need to perform 

transient averaging over a sufficiently long time to obtain 

meaningful data means that simulations are necessarily 

computationally very demanding. 

The simulation work has been carried out in ANSYS CFX 

version 15 which has proved to be very robust and to 

allow easy extension of the in-built models using the 

expression language. However, with the release of 

ANSYS 16, we have recently migrated this model to 

ANSYS Fluent, using its User Defined Function (UDF) 

capability. The prime motivation for this was to try out the 

new non-iterative (NITA) multiphase solver in Fluent 

which has the potential to speed up computations to the 

point where industrial-scale bubble column simulations 

become practical.  

 

Therefore the objectives of this paper are: 

 

1. To provide a complete description of the model 

developed; 

2. Discuss the choice of closure relationships and 

numerical schemes; 

3. Compare the results from ANSYS Fluent against 

the experimental data and the already published 

results from ANSYS CFX; 

4. Draw some conclusions on the optimum solution 

approach for the software considered.  

 

MODEL DESCRIPTION 

The model is based on the standard shared pressure 

formulation of the Eulerian multiphase flow equations. We 

have used a single bubble size based on our measurements 

of bubble size distributions and the need to keep the 

simulations manageable in terms of computational cost.  

Conservation Equations 

The conservation equations for mass, momentum and 

species for the gas phase are as follows: 

 

 

                
𝜕(𝜌𝐺𝛼𝐺)

𝜕𝑡
+ ∇ ∙ (𝜌𝐺𝛼𝐺𝑼𝐺)   = S 𝐺                      (1) 

 

          
 𝜕(𝜌𝐺𝛼𝐺)

𝜕𝑡
+ ∇ ∙ (𝜌𝐺𝛼𝐺𝑼𝐺 ⊗ 𝑼𝐺) = −𝛼𝐺∇𝑝 

         + ∇ ∙ (𝛼𝐺𝜇𝐺,eff [∇𝑼𝐺 + (∇𝑼𝐺)𝑇 −
2

3
𝛅∇. 𝑼𝐺]) 
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         + 𝛼𝐺𝜌𝐺𝒈 + 𝑴𝐺𝐿                                                    (2) 

 
𝜕(𝜌G𝛼G𝑌𝑂2)

𝜕𝑡
+ ∇ ∙ (𝛼G(𝜌G𝑼𝐺 − 𝜌𝐺𝐷eff,𝑂2∇𝑌𝑂2)) 

               = 𝑆𝐺 − 𝛤𝐺𝐿                                                              (3) 

 

Equations for the liquid phase are readily obtained by 

swapping ‘liquid’ for ‘gas’ and ‘dissolved O2’ for ‘O2’. 

 

Turbulence Model 

Turbulence in the liquid phase was modelled using the 

standard k-ε model, whilst the dispersed phase zero 

equation model was used for the gas phase. The transport 

equations for the turbulence kinetic energy (k) and the rate 

of dissipation of turbulence kinetic energy (ε) for the 

liquid phase are thus: 

 

𝜕(𝛼𝐿𝜌𝐿𝑘𝐿)

𝜕𝑡
+ 𝛻 ∙ (𝛼𝐿 (𝜌𝐿𝑘𝐿𝑼𝐿 − (𝜇 +

𝜇𝑡,𝐿

𝜎𝑘
) 𝛻𝑘𝐿)) 

                              = 𝛼𝐿(𝑃𝐿 − 𝜌𝐿𝜀𝐿) + 𝑇𝐿𝐺,𝑘                      (4) 

 

and 

 
𝜕(𝛼𝐿𝜌𝐿𝜀𝐿)

𝜕𝑡
+ 𝛻 ∙ (𝛼𝐿𝜌𝐿𝜀𝐿𝑼𝐿 − (𝜇 +

𝜇𝑡,𝐿

𝜎𝜀
) 𝛻𝜀𝐿)   

                           = 𝛼𝐿
𝜀𝐿

𝑘𝐿

(𝐶1𝑃𝐿 − 𝐶2𝜌𝐿𝜀𝐿) + 𝑇𝐿𝐺,𝜀             (5) 

 

where 𝑃𝐿 is the turbulence production due to shear. The 

constants C1, C2, 𝜎𝑘 and 𝜎𝜀 take the standard values of 

1.44, 1.92, 1.0 and 1.3, respectively. The terms involving 

𝑇𝐿𝐺 are the sources and sinks of turbulence due to the 

presence of the bubbles and are presented in the Closure 

Relationships section. 

 

The turbulent viscosity (μt,L) is modelled as: 

 

                             𝜇𝑡,𝐿 = 𝐶𝜇𝜌𝐿 (
𝑘𝐿

2

𝜀𝐿
)                              (6) 

 

where 𝐶𝜇 was set to 0.09 and no bubble-induced 

turbulence was modelled as part of the turbulent viscosity. 

The gas phase turbulent viscosity is determined from  

 

                             𝜇𝑡,𝐺 =
𝜌𝐺

𝜌𝐿
 𝜇𝑡,𝐿                                            (7) 

Closure Relationships 

𝑴𝐺𝐿 in eqn. (2) represents the interphase momentum 

exchange terms. Here, we have modelled interphase drag 

and turbulence dispersion. Our previous work showed the 

lift force to be unimportant for the operating bubble size 

(McClure et al., 2014a). Virtual mass is not included as it 

has previously been shown to have a small effect (Tabib et 

al., 2008) and experience is that it reduces model stability 

markedly. 

 

The drag force per volume (FD) for spherical bubbles is 

given by: 

 

   𝑭𝐷 =
3

4

𝐶𝐷

𝑑𝑏
𝜌𝐿𝛼𝐺𝑓(𝛼𝐺)(𝑼𝐺 − 𝑼𝐿)|𝑼𝐺 − 𝑼𝐿|          (8) 

 

The drag force experienced by a single bubble was 

calculated using the Grace model (Clift et al., 1978). The 

function 𝑓(𝛼𝐺) is included to account for both high 

voidage effects, which reduce drag, and the effect of 

surface active components that increase drag. There are 

relatively few data available in the literature for these 

functions, so we have previously tuned these parameters 

against our own experimental data. For the drag reduction 

due to high voidage, we have used a modified form of the 

Simonnet et al. (2007) model, whilst for the increase due 

to surface active components we have used a 

multiplication factor, so that the function 𝑓(𝛼𝐺) is given 

by: 

 

𝑓(𝛼𝐺) = {
 min ( 𝑓′(𝛼𝐺), 1.0)

     0.8𝑓′(𝛼𝐺)
      

𝑓′(𝛼𝐺) > 1

𝑓′(𝛼𝐺) < 1
} 

 

                          𝑓′(𝛼𝐺) = 𝐶𝐷𝑠(1 − 𝛼𝐺)                        (9) 

[(1 − 𝛼𝐺)25 + (4.8
𝛼𝑙𝑜𝑐

1 − 𝛼𝑙𝑜𝑐
)

25

]

−
2

25

 

 

where the factor of 0.8 is removed and 𝐶𝐷𝑠 is set to 2 if 

surfactants are present. 

 

Turbulent dispersion was also included, modelled using 

the Favre-averaged drag relationship implemented in 

ANSYS CFX and ANSYS Fluent as developed by Burns 

et al. (2004): 

 

        𝑭𝑇𝐷 =  𝑴𝐺𝐿,𝐷𝑟𝑎𝑔

𝜐𝑇,𝐿

𝑆𝑐𝑡,𝐿
(

𝛻𝛼𝐺

𝛼𝐺
−

𝛻𝛼𝐿

𝛼𝐿
)                     (10) 

 

where MGL,Drag is the inter-phase momentum transfer due 

to drag and Sct,L is the turbulent Schmidt number for the 

continuous phase, which has a default value of 0.9. 

 

The model developed by Pfleger and Becker (2001) was 

used in our previous work using ANSYS CFX for the 

turbulence production due to the relative motion of the 

bubbles. In this model 

 

                    𝑇𝐿𝐺,𝑘 = 𝛼𝐿𝐶1|𝑴𝐿𝐺||𝑼𝐺 − 𝑼𝐿|                      (11) 

and 

 

                     𝑇𝐿𝐺,𝜀 = 𝐶5
𝜀

𝑘
𝛼𝐿𝐶1|𝑴𝐿𝐺||𝑼𝐺 − 𝑼𝐿|             (12) 

 

where 𝐶5 was set to a value of 1.0. The inclusion of 

bubble-induced turbulence production proved essential to 

obtaining meaningful results, as without it both voidage 

and velocity predictions were very poor (McClure at al., 

2014a). 
 

Whilst we found this model to be stable in ANSYS CFX, 

we were unable to code it in a stable manner in ANSYS 

Fluent. The 𝜀 source term is proportional to 𝜀/𝑘 and it was 

observed that 𝜀 increased rapidly, leading to massive 

dissipation of 𝑘 and consequently an increase in 𝜀, which 

always led to divergence of the 𝜀 equation. ANSYS Fluent 

has in-built the model of Trosko and Hassan, (2001) which 

is similar to that of Pfleger and Becker but the source for 

the 𝜀 equation here uses a bubble pseudo-turbulence 

dissipation frequency to replace 𝜀/𝑘 ratio in eqn. (12) as 

follows:  

 

                           
𝜀

𝑘
≡  (

2𝐶𝑣𝑚𝑑𝑏

3𝐶𝑑|𝑼𝐺−𝑼𝐿|
)

−1

                         (13) 

  

where the characteristic time for turbulence destruction 

due to the presence of bubbles is determined using the 
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bubble residence time rather that the eddy time-scale. This 

model requires the inclusion of an added mass term to 

provide the added mass coefficient 𝐶𝑣𝑚. 

 

After reviewing the literature, the model of Yao and Morel 

(2004) was implemented and found to be stable in both 

ANSYS CFX (where it is available as a beta feature) and 

ANSYS Fluent. In this model, the characteristic time is 

determined using a length-scale from the bubble diameter 

by making the following replacement for the ε source in 

eqn. (12) 

 

                                 
𝜀

𝑘
≡  (

𝜀

𝑑𝑏
2)

1
3

                                        (14) 

 
and 𝐶1 and 𝐶5 are set to 1 in equations (11) and (12). 

Simulations in ANSYS CFX showed that this model and 

that of Pfleger and Becker gave very similar results. 

Mass Transfer 

The movement of O2 from the gas phase to the liquid was 

modelled using diffusion-limited mass transfer, assuming 

equilibrium conditions at the liquid-bubble interface. 

There was assumed to be no resistance on the gas side and 

a mass transfer coefficient 𝑘𝐿 of 410-4 m s-1, derived 

from our experimental work and used in the literature 

(Krishna and van Baten, 2003), was applied on the liquid 

side. A Henry’s law constant of 77942 Pa m3 mol-1 was 

used. A sink term of the form −𝐶𝑠𝑖𝑛𝑘𝑌𝐷𝑖𝑠,𝑂2𝜌𝐿 was applied 

to the dissolved oxygen equation, with 𝐶𝑠𝑖𝑛𝑘 set to a value 

of 105 s-1. This is added to mimic the fast cobalt-catalyzed 

sulphite reaction used in our experiments to consume the 

dissolved oxygen and maintain a mass transfer driving 

force (McClure et al., 2015b). 

NUMERICAL METHODS 

ANSYS CFX uses a vertex-based scheme in which a 

polyhedral mesh is built around each vertex. The resultant 

equations are solved using a coupled solver that links the 

equations for the velocities and pressures. In multiphase 

flow this is known as the segregated volume fraction 

solver, as the volume fraction equations are solved outside 

of this system. It also has an option, termed the coupled 

volume fraction solver, in which the volume fraction 

equations are included in the coupling with the pressure 

and velocities. This has been shown to be beneficial in 

many circumstances, particularly when added mass or 

similar terms involving volume fractions are to be 

integrated into the momentum equations.  
 

By default, ANSYS CFX uses a bounded second-order 

scheme for the convective terms, except for the turbulence 

equations for which a first-order scheme is used. A 

second-order backward Euler scheme is used for the 

transient term. Iteration is performed at each time-step and 

typically 2-5 coefficient loops are required to reduce the 

normalized residuals to 10-4.  

 

ANSYS Fluent uses a cell-centred scheme and offers a 

number of different approaches to solve the multiphase 

flow equations. The most widely used is the PC-SIMPLE 

scheme, which is a modification of the SIMPLE algorithm 

widely used in single phase flow, in which the pressure 

and velocity equations are still solved in a segregated 

manner but the velocities of all phases are coupled. This 

means that the coupling between phases is strong and the 

drag force term is always kept in balance. ANSYS Fluent 

also has coupled solvers, based on those in ANSYS CFX, 

that can include or exclude the volume fraction equations 

as desired.  

 

When any of the above solvers are used in transient mode 

the matrix equations are formulated and then the linear 

solvers are applied to obtain an approximate solution 

which is then used to update the coefficient matrix with 

the process being repeated until convergence is obtained. 

This is known as an iterative solver. It can be 

computationally very expensive, as typically 3-8 iterations 

might need to be done at each time-step using a coupled 

solver or 10-20 iterations using PC-SIMPLE, and 

calculation of the matrix coefficients is computationally 

intensive. This load could obviously be reduced if the 

matrix coefficients were calculated only once, which is the 

idea behind the non-iterative (NITA) solver.  
 

The NITA solver is available with the PC-SIMPLE 

scheme in ANSYS Fluent 16 and later versions. Initially 

the velocity field is determined to a suitable convergence 

level, then the pressure correction step and the velocity 

pressure flux correction steps are solved. These operations 

are done in a split manner in such a way that errors are 

reduced to the level of the truncation error, rather than 

attempting to reduce the splitting error to zero as is done 

in the iterative solver. Clearly this comes at a price and it 

is required that the time step is small enough that the 

residuals can be reduced sufficiently at each step for a 

converged solution to be obtained. However, for typical 

Eulerian multiphase flows a small time step is usually 

required anyway so this is not a stringent requirement. 
 

In the ANSYS Fluent simulations the gradients were 

calculated using the least-squares option, the QUICK 

scheme was used for momentum and volume fractions, 

second-order upwind for species and scalars, and first-

order for turbulence equations. The first-order time-

stepping scheme was applied, whilst all under-relaxation 

factors are automatically set to unity when the NITA 

scheme is invoked. It should be noted that as of version 

16.1 if user defined scalars are used the NITA scheme 

cannot be used which means the ITA scheme had to be 

used for the tracer calculations described below. However, 

in later work we have used mass fractions in place of 

scalars to circumvent this limitation. 
 

The additional models for bubble drag enhancement, 

turbulence generation, dissolved oxygen uptake and tracer 

injection were implemented using the User Defined 

Function (UDF) capabilities of ANSYS Fluent. 

RESULTS 

The models developed in ANSYS CFX and ANSYS 

Fluent were compared with the published data from the 

pilot-plant experiments published in McClure et al. 

(2015b,c). This bubble column is 2 m in height and 0.39 m 

in diameter. Air was introduced through a ‘tree’ type 

sparger at superficial velocities between 0.14 and 

0.28 m s-1, the centre-line of the sparger being located 

0.135 m above the base of the cylindrical section of the 

column. The sparger used in this work had orifices 0.5 mm 

in diameter, and a free area of 2.2%. 

 

Initial model validation was performed for an air-water 

system to ensure simulation results were consistent with 

both those obtained experimentally and with those from 
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ANSYS CFX. The liquid density was set to 997 kg m-3, 

the liquid viscosity to 0.00089 Pa s, the air density to 

1.185 kg m-3 and the air viscosity to 1.831 10-5 Pa s. In 

line with the experimental data, the bubble size was set to 

8 mm and not varied as a function of depth as the induced 

change was negligibly small. 
 

For the simulations performed to study oxygen mass 

transfer, the water contained surfactants and the liquid 

used has a density of 998 kg m-3 and a viscosity of 

0.0015 Pa s. Based on our experimental data, a fixed 

bubble size of 4 mm was used in all calculations. 
 

The same computational mesh, comprising 36,000 

hexahedral cells, as used in the ANSYS CFX simulations 

was applied here. This mesh density was shown to give an 

adequate representation in the ANSYS CFX simulations 

(McClure et al., 2014c). A fixed timestep of 1 ms was 

used in all simulations. 

Air-water voidage and velocity profiles 

The first validation test compared profiles of local void 

fraction and liquid velocity across the vessel for a 

superficial velocity of 0.16 m s-1. Both simulations used 

the Yao and Morel bubble-induced turbulence model and 

the drag enhancement function given in eqn. (9) with 

𝐶𝐷𝑠 = 1. 
 

 
Figure 1: Plots showing the local volume fraction and 

average upwards liquid velocity. The top row (a) and (b) 

are hold-up profiles at heights of 550 mm (a) and 

1050 mm (b) above the base of the column; while the 

bottom row shows profiles of the average upwards liquid 

velocity at (c) 550 mm above the base of the column and 

(d) 1050 mm above the base of the column.  

 

It is evident from Fig.Figure 1 that both ANSYS CFX and 

ANSYS Fluent give very similar results and that these are 

close to the experimental data. This is a representative 

comparison and is typical of the level of agreement 

observed between the experimental data and the two CFD 

results. This provides an excellent cross check of the 

hydrodynamics simulations and, in particular, the 

implementation of the drag law and turbulence 

enhancement models. 
 

Tracer simulations 

Simulations were also performed to study mixing times 

within the column. In ANSYS CFX simulations, tracers 

were injected using a point source over a period of 1 s at 

various locations and the simulation was then run, starting 

from a solution that had been run for 120 s, until the tracer 

concentration reached within 5% of the final equilibrium 

value. By using multiple tracers in the same simulation, all 

tracers ‘saw’ the same column hydrodynamics. In ANSYS 

Fluent, point sources are not available, so a small group of 

cells were identified over which the injection could be 

performed with the concentration level being adjusted so 

that the total injected mass was the same at each injection 

point. 
 

A comparison between the results from the two models 

and the experimental data is shown in Fig. 2. The results 

are for superficial velocities of ~0.17 m s-1. The ANSYS 

CFX simulations used the bubble-induced turbulence 

model of Pfleger and Becker whilst the ANSYS Fluent 

simulations used the model of Yao and Morel. The 

ANSYS Fluent simulations used the PC-SIMPLE iterative 

solver as the NITA solver cannot be used with User 

Defined Scalars (UDSs) enabled. 

 

 
 

Figure 2: Mixing time simulation results for the tracer 

added: (a) at the free surface, (b) 850 mm above the base 

of the column, (c) 350 mm above the base of the column 

and (d) 200 mm above the base of the column. The probe 

and injection locations are shown in the schematic next to 

each dataset. 

 

It is evident from Fig. 2 that the results are very similar 

between the two models and our experimental data. The 

error bars on the experimental data and ANSYS CFX 

results show the range of values obtained for three repeat 

injections, whereas the ANSYS Fluent simulations are for 

a single injection. Again, there are no systematic 

differences between the three sets of data. 

Simulations for the system with sodium sulphite 

The remaining simulations presented here are for the 

system containing sodium sulphite that acts as a surfactant 

and the oxygen scavenger. All simulations used the bubble 

drag law shown in equation (9) with 𝐶𝐷𝑠 = 2. The ANSYS 

CFX simulations used the Pfleger and Becker model for 
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bubble-induced turbulence, whereas the ANSYS Fluent 

simulations used the alternative model of Yao and Morel. 

Overall Hold-up   

The experimental data for overall hold-up are compared 

with simulation results in Fig. 3. 

 

 

Figure 3: Overall hold-up as a function of superficial 

velocity for the surfactant containing system.  

 

Both simulations capture the correct experimental trend. 

The ANSYS CFX results are a little closer at the lower 

superficial velocities, whilst the ANSYS Fluent results are 

a little better at higher values. These differences are likely 

caused by differences in the bubble-induced turbulence 

model and their implementation. 

Oxygen Transfer Rate 

A comparison of the oxygen transfer rate (OTR) is given 

in Fig. 4. Once again, results from the two models give an 

acceptable level of agreement with the experimental data 

which have a scatter which is larger than the differences 

between the two simulation results. 

COMPUTATIONAL PERFORMANCE 

Once the transient averaging had been performed for 100 s 

of real-time, the 0.21 m s-1 superficial velocity case was 

used to collect data on computational performance. 50 

additional iterations were performed using a variety of 

solver settings. The simulations used a 3.2GHz Intel i7 

processor having 32 GB RAM and used ANSYS 16.1 as 

this has the most up to date solvers. Table 1 gives a 

summary of the results obtained. 

 

It is evident from Table 1 that there is a huge speed-up to 

be gained from using the NITA solver in ANSYS Fluent. 

It is 4.3 times faster than using the PC SIMPLE solver of 

ANSYS Fluent; 22-25 times faster than using the coupled 

solver in ANSYS Fluent or in ANSYS CFX. In short, 

ANSYS CFX simulations that were taking around 3 weeks 

to perform are being completed in a day using ANSYS 

Fluent and the NITA solver. 

DISCUSSION 

The CFD model used here is the simplest possible that 

captures (in a meaningful way) all mechanisms known to 

be important in bubble column behavior. It clearly has a 

number of limitations that need outlining.  

 

 
 

Figure 4: OTR as a function of superficial velocity for the 

surfactant containing system. 

 

Solver Cores Algorithm Time (s) Relative 

timing 

Fluent 4 NITA 21.4 1 

Fluent 2 NITA 35.5 1.7 

Fluent 1 NITA 60.0 2.8 

Fluent 4 PC SIMPLE 92.6 4.3 

Fluent 4 Coupled, 

momentum 

only 

186.3 8.7 

Fluent 4 Coupled, 

momentum 

and volume 

fraction (VF) 

481.3 22.5 

CFX 4 Coupled, VF 

segregated 

484 22.6 

CFX 4 Coupled, inc. 

VF 

519 24.3 

 

Table 1: Simulation timings for different solver methods 

and numbers of cores. 

 

Firstly, the use of single bubble size is obviously a gross 

simplification. It is in principle straightforward, although 

computationally expensive, to enable the MUSIG 

approach in ANSYS CFX or the Population Balance or 

Method of Moments models in ANSYS Fluent. However, 

there are very significant differences in the various models 

for bubble coalescence and breakup even for simple air-

water or steam-water systems proposed in the published 

literature, and we have found nothing for systems that 

contain the surface active components found in industrial 

bubble column systems. In this context, the point should 

be made that the measured bubble size distribution for 

industrial fermentation media is much narrower than for 

an air-water system due to the surfactants present.  

 

Secondly, the impact of drag reduction in bubble swarms 

and the drag increase for systems with surface active 

components is poorly understood. The literature is sparse 

and we were compelled to make empirical adjustments in 

order to obtain results consistent with our experiments, 
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noting that with no drag reduction as a function of voidage 

the holdup is massively over-predicted. 

 

Thirdly, inclusion of turbulence generation due to the 

bubbles plays an important role in obtaining physically 

sensible results. The literature contains many different 

forms for this term, as seen in eqns. (11)-(14). A 

fundamental study to tie down the correct form of this 

term for high superficial velocity and high voidage flows 

would be most useful in seeing our modeling efforts 

extended into other areas of industrial importance. 

CONCLUSIONS 

A computationally-efficient CFD model has been 

described that can be used to study the behavior of a 

bubble column operating at high superficial velocities. 

Results have been validated against pilot-scale data for 

both air-water and surfactant containing systems. Whilst 

agreement is not perfect, all important trends are 

adequately captured, and this work has identified the key 

areas likely to further improve the level of agreement 

between modelling and experimental results.  
 

A key result from this work is that the NITA solver in 

ANSYS Fluent can reduce run-times by a factor of (up to) 

25 over the coupled solvers in ANSYS CFX and ANSYS 

Fluent, and some 4 times that of the PC-SIMPLE solver in 

ANSYS Fluent. This is hugely significant in terms of the 

mesh resolution that can be used and the number of 

simulations that can be performed given the transient 

nature of bubble column behaviour. 
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