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The aim of the present study was to develop a nigaler
model that predicts the quantity and location afs@n
damage in slurry systems susceptible to erosiver.wea
Unlike many forms of erosion which often need to be
prevented, hydro-erosion is deliberately introdudadng
the manufacturing process of automotive dieselcinje
nozzles to smoothen out imperfections in the shiag-

geometry. This model

has been

integrated

commercial CFD code, ANSYS CEX and takes into
account the change in geometry by dynamically updat
the mesh to model the removal of material.

A slurry jet erosion apparatus was developed terdghe
experimentally the parameters influencing the erosi
process. Simplified planar geometries with foufegiént
angles of inclination were investigated and subjexct
typical hydro-erosive conditions similar to thaedsuring
the smoothing process of injector spray-hole gedasetin
addition, the effect of slurry viscosity, particize and
concentration were studied. Results were used toratd
the developed erosion model which showed encougagin
trends in comparison with experimental studies for
predicting the location and quantity of erosive wea

NOMENCLATURE

wall cell face area
C, abrasion constant
particle diameter
kinetic energy

FE, normal force

F, tangential force
wall hardness

k  turbulence kinetic
energy

abrasion amplitude
I, sliding length

m concentration index
m, particle mass

n  normal vector

p fluid pressure

P probability function
1, particle radius
Reynolds number
t time

normal velocity

U, particle velocity

U, tangential velocity
vV control volume
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work energy

normal wear

tangential wear

erosion length

erosion depth

wall distance parameter

particle impact angle
inclination angle
specific cutting energy
particle volume fraction
particle mass fraction
wall normal distance
particle shape factor
slurry mixture viscosity
dynamic fluid viscosity
fluid density

particle density
standard deviation
wall shear stress

into a

INTRODUCTION

The hydro-erosion process has been successfully
implemented as a crucial step in the manufactyshogess

of diesel injector nozzles. The process takes plage
forcing an abrasive liquid-solid slurry mixture high
pressure through the injector spray holes whichrsveee
material at the edges and surfaces resulting inaeased
discharge coefficient and improvement in flow rate
variability. The process must however be carefully
controlled to avoid excessive wear rates which leadn
uncontrolled rate of wear accompanied by undesrabl
geometry configurations thus reducing the overall
efficiency of the flow. Figure 1 below shows théeefs of
hydro-erosion as a function of time at differeriggts of the
process.
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Figure 1: The hydro-erosion grinding process applied to a
diesel injector nozzle.

Despite its success, the basic physical principtes core
understanding of the process itself are not fuligerstood.
In fact, for this reason the process has often besned a
‘black box’ since a combination of input parametesults
in a certain output without real insight into theogon
process. Therefore, being able to predict the dfyaand
location of the eroded material will lead to a bett
understanding of the complete process which in with
lead to the potential for a reduction in manufaaigyitime
and cost but ultimately improved engine performazice
reduced emissions.

EXPERIMENTAL PROCEDURE

The erosion device used for the present study steusdf
a closed-loop slurry circuit comprising of a 15dislurry
tank, an aggregate and main pump responsible for
delivering the slurry to the erosion specimen, ardsting
head which carries the erosion specimen. A diagram
showing the main components of the testing headhraren



in Figure 2. The specimen to be tested is placéddsn a

pair of 60 mm diameter transparent windows to altbes

flow to be visualised in real time by means ofghtisource
and CCD camera facing each other and placed at sitteer
of the testing head.
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Figure 2: Exploded view of the erosion testing head.

The slurry mixture was transported to the speciwmarwo
inlet ports normal to the test specimen and drabeak to
the tank via a single outlet port. Before reachihg t
specimen, the flow rate, density and temperatur¢hef
slurry were measured. Two opposing inlet ports wsed

to minimise effects of any asymmetry in the flowwdr
pressure sensors located about 35 mm upstream and
downstream of the observation windows measurethtee
and outlet pressures, respectively. Likewise, two
thermocouples placed further upstream and downstrea
measure the slurry temperature as it enters artd the
testing head. A ball valve installed downstreamtiuod
testing head was necessary to regulate the basktpeein
order to avoid the onset of cavitation.

The erosion specimens used for the present studg we
simplified planar geometries constructed from 1 thiok
sheets of chromium-nickel based stainless stamal|asito
that used for diesel injector nozzles. An examgdl¢he
specimen mounted in the testing head is shown below

Erosion Zone
I . 1

Figure 3: Photograph of erosion specimen mounted
testing head.

on

The profiles were laser cut for precision, and htieesame
underlying layout, namely, an inlet port to thet lgthere
the slurry enters), followed by a converging-divegy
section in the centre (where maximum velocity tained

and particle erosion takes place), and an outlgtgothe
right (where the slurry exits). The main differerinethe

geometries can be seen in the inclination angleagmmed
from the mean horizontal flow path) which was offi¢he

parameters to be investigated in terms of its effecthe
erosion rate (see Figure 3).
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Parametric Study

A parametric study was conducted in order to irigeas
the primary effects of geometry inclination angikelid

viscosity, particle concentration and particle siore the
erosion rate. To understand the effect of eachhefa
parameters, it was necessary to change only onblaat
a time systematically, giving rise to the test matas
shown in Table 1, consisting of 20 tests in td&ch test
was conducted twice to ensure repeatability.

Test Inclination i Fluiq Par_ticle Mass
No. Angle Viscosity Size Fraction
(deg) (mPas) (um) (%)

45 | 60 | 75 | 90 | 5 10 | 32 | 45 | 445 1 2
1 ° [ [ °
2 ° ° ° °
3 ° ° ° °
4 ° ° ° °
5 ° ° ° °
6 ° ° ° °
7 ° ° ° °
8 ° . ° °
9 ° ° ° °
10 (] ] ] o
11 [ ° ° °
12 ] ] ] o

13 [ ° ° °

14 [ ° ° °

15 ] ] ] o

16 [ ° ° °
17 [ [ [ o
18 [ ° ° °
19 ° ° ° °
20 L[] ] [ o

Table 1: Matrix of runs for parametric study.

The erosion specimen was weighed before and &didr e
test to determine the amount of material removeds T
process was repeated five times and an average faiu
the mass removal was recorded. Before this coutibbe,
each specimen was cleaned in an ultrasonic watkraval
dried with pressurised air to ensure they were detaly
free of any contamination. Although the mass rerdove
does provide information about the erosion rate giobal
scale and indeed the repeatability of each tesipéss not
provide any local information about the erosionfifeaor
its location. In light of this, the length and depif the
eroded surface was measured using laser topography,
typical case in Figure 4, and these were usedlidata the
developed erosion model.
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Figure 4: Erosion contour map measured for a selected
sample using laser topography. (a) Surface plot (@nd
centreline profile.



Effect of Fluid Viscosity and Inclination Angle

To investigate the effect of viscosity and the wall
lubricating film, three different mineral oils wetested
having relatively low, moderate and high viscositie
denoted by Oils 1-3, respectively. These are theedids
used in the hydro-erosion of diesel injector nazZle order
for the erosion quantities to be comparable, it meessary
to normalise the erosion quantities with respectatal
exposure time and velocity squared. Results areepted
below in Figure 5.
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Figure 5: Effect of fluid viscosity on erosion depth for
different inclination angles.

The erosion depth increases with decreasing viscasd
with increasing inclination angle. Furthermore,
variation is greater for lower fluid viscosities dans
consistent with what is observed with the hydros&no of
diesel injector nozzles. The effect of reducedasgy can
be explained by the higher Stokes number indicating
greater tendency for particles to deviate from tiéd
streamlines and more easily penetrate the lubnigédiim.
The runs with Oil 3 (highest viscosity and lowestkb
velocity) also exhibited a somewhat different evasi
profile to those using Oils 1 and 2 as it appeénatsurface
smoothing had only taken place rather than actealrivg
of the material possibly due to the lower Reynoldisbers,
implying that the flow was laminafRe < 2,300) and
therefore predominantly governed by fluid viscoacés,
making it even more difficult for particles to pérae the
lubricating film.

the

The inclination angle was chosen as a variable to
investigate since it is known that even slight demin the
intersection angles of injector spray holes canehav
profound impact on the erosion pattern. By increpasire
geometry inclination angle, the flow dynamics chesgnd

it is expected that the wear rate will change adicgty.
The data above can be replotted to reveal the teffec
inclination angle and are given in Figure 6.
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Figure 6: Effect of inclination angle on erosion depth.
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A direct linear proportionality exists between the
inclination angle and erosion depth. In fact, ih ¢ seen
that the effect of the geometrical inclination anlgecomes
more pronounced as the viscosity of the fluid deses (or
as the effect of the lubricating film decreasesdicated
by the increasing gradient of the regression line.

Effect of Particle Size and Concentration

The particles used for the majority of tests wegpadal of

actual hydro-erosive conditions and consisted afoo
carbide micro-grains with a mean size of 4.5 preekected
number of tests were rerun with a mean size of 445

essentially an order of magnitude size increadetter aid

in identifying this effect on the erosion rate. Resare

summarised in Figure 7 below.
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Figure 7: Effect of particle size on erosion mass and depth

It is clear that the amount of wear has increasackeuly
with the larger particles size. Interestingly, therease in
erosion mass is approximately equivalent to thie aftthe
mean particle sizes, therefore suggesting thatneati
correlation with the erosion rate in terms of miasikely

to exist within the range of particle sizes invgsted. Also,

it is interesting to note that the linear corraatbetween
inclination angle and erosion depth as seen earlier
diminishes with larger particles, perhaps sugggstirat
different particle dynamics, or indeed a combinatiaf
impact and abrasion erosion, may be taking place
particularly at the higher inclination angles.

Finally, the mass loading of the particles was éased
from 1% to 2% in an attempt to quantify the effeft
particle concentration on the erosion rate.

The erosion rate did not differ greatly with anreased
concentration and only very subtle differences keetw
some of the measured surface contours for low agla h
levels of concentration could be identified. A pbks
explanation may be that the concentration wasnmoeased
enough to significantly alter the erosion rate er@aps the
maximum packing limit in vicinity of the wall wadraady
reached.

Nevertheless, some of the tests showed a slighstbatly
increase with increased solids loading. This lewél
increase could be quantified @§', whereg, denotes the
global particle mass fraction and is the concentration
index. A value ofn = 0.7 was found to best describe the
effect of particle concentration and is identical that
obtained by Clark et al., (2000) in their experinsent



COMPUTATIONAL MODEL
CFD Modelling

CFD modelling was used as a tool for establishirg th
correct flow-field and predicting the subsequergraies in
geometry after erosion takes place. The comme@id
code ANSYS-CFRwas used for the numerical simulations
which solves the transport equations as a coupistm
using the finite volume method (Eymard et al., 200
Eulerian-Eulerian multiphase model was used toesgnt
the slurry flow which involves treating both phases
continuous fluids and solving a set of continuum
conservation equations for each phase (Yeoh an20ns).
This approach is seldom used for erosion predistiomt
was favoured in this case due to its convenience in
modelling the abrasion mechanism as a bed of pestic
sliding along the wall surface. The other advantaghat
coupling between the phases is inherent in the dtation

of the Eulerian model and is necessary to considsed on
the combination of solids fraction and Stokes nube
evident in the present study (Elgohbashi, 1994thokigh
the overall mass loadings were only 1-2%, the local
concentrations predicted near the wall in the nigakr
simulations were several times higher, therefongavding
the use of two-way coupling.

Inter-particle collisions were not explicitly mode,
although the momentum equations were adjustedk® ta
into account additional solids pressure force®aal areas
of high concentration close to the packing limitd@pow,
1994). The equations governing the particle motiomsist

of various interfacial forces, some of which weeglected
for the present study due to their negligible cbmtion.
Besides drag, the forces considered relevant wege th
virtual mass, Saffman lift and turbulent dispersforces.
Whilst it can be argued that the ‘drift-flux’ modebuld
have been used for the present study, the maionsase
documented in Rizkalla, (2007) but relate to the thaat the
solids pressure and interfacial forces describedalbould
not be considered.

A second order backward Euler scheme was usedchéor t
advection and transient terms and first order (apijvior
turbulence. Turbulence was modelled using the RANS-
based SST model (Menter, 1994). This was chositmwas
important to accurately capture the effect of tbermary
layer, including the viscous sublayer which waseeted to
govern the particle dynamics close to the wall gitee
small Stokes numbers involved, which varied betw&en

to 0.1 for the highest and lowest fluid viscosities
respectively. A parametric model of the geometny mresh
for one of the configurations is shown below.

Outlet

Figure 8: Parametric model of the geometry and mesh.

The mesh was created using ANSYS ICEM CFand
consisted of approx. 275,000 hexahedral elementsa(f
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symmetric model) having a minimum orthogonality and
maximum skewness of 0.35 and 0.55, respectivelg Th
‘near-wall' mesh was sufficiently refinedy* < 1)to
ensure the boundary layer effect on the particlk-wa
interaction was accurately modelled (see Figur&8yesh
displacement diffusion scheme was used to simulse
material removal process with a high stiffness useat the
wall to preserve the boundary layer mesh during
deformation.

Abrasion Model Formulation

There have been a number of pioneers in the ffeddasion
modelling including Finnie (1960), Bitter (1963),d5t and
Tabakoff (1975), Magnée (1995) and others. Thepact
models essentially relate the erosion rate to tigte
velocity, mass, impingement angle and some empirica
constants that describe the material propertiesrasdme
cases the effect of particle shape. The fundamental
difference in this study is that the proposed maslélased

on shear work and predicts maximum erosion at zero
impingement angle as the particle slides alongvta#é
surface. This type of erosion is more commonly kn@s
abrasion and takes place when the particle does not impact
and rebound over a short time, rather, it becomsgsped
within the viscous layer adjacent to the wall atides for

a relatively long period of time. This means tllag¢
mechanism of energy transfer (i.e. change in kirextergy)
between the particle and wall is no longer dueapid
momentum exchange, rather, it is the work energaited

by the fluid on the particles as they slide aldmgwall. The
proposed abrasion model consists of a tangentidl an
normal component. Figure 9 shows the various foares
velocities used in the model formulation.
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Figure 9: Free body diagram showing relevant forces
during abrasion.

Tangential Component

The tangential component can be derived using work
energy principles,

W, = 88 = [ (O dx 1)
where,x; represents the distance travelled by the paiticle
thei-th direction and’,(t) the tangential fluid force exerted
on the particle. This force can be taken to berhgnitude
of the wall shear stress,, and is assumed constant as the
particle migrates along the wall within a time steplight
of this, the time stepAt, should be chosen based on the
local Courant number such that the sliding lengthhef
particle does not exceed the length of the celfrich it
slides, (i.elcen > U, At). This yields a maximum allowable
time step ofAt = lcen /U, and the work done within a single
time step may be simplified to,

w, =ZFtAxi
l

@



By defining the total sliding distance travelled Iyl
particles within a control volume as

lS = ZAxl = Utt
1

Substitution into equation (2) vyields the tangdntia
component of energy transfer responsible for abeasear.

W, = AEg = T,,Ay. Upt 4

By taking into account the fluid viscosity, parédize and
concentration effects observed from the experimeand
noting that U, = U,cosa,, equation (4) can be
conveniently expressed as volume of material remhgper
unit area)

©)

Cq-Re,. 0. 7T,
W, = ap—(ppW.Up cos(a,,) t,

®)
Ye
whereC, = k.4, is a dimensionless abrasion constant that
is a combination of the abrasion amplituklg,and particle
shape factord,, as defined by Krushchov and Babichev,
(1964) and Magnée, (1993), respectively. A fullicktion
is contained in Rizkalla, (2007).

T, >0

Normal Component
The normal component of abrasive wear can be derive
using Archard’'s law (Archard, 1953) which relaté® t
degree of wear to the normal force component.
ke E,. 1
W= (6)
3 H,

This component of abrasion can have a significant
contribution in regions of high pressure gradidre. (at
elbow bends, pipe intersections, etc.) as the bpdrticles
presses against and slides along the wall. By takieg
normal force as the product of the pressure gradiad
representative particle volume, the normal compbén
abrasive wear can be expressed as

1C, 0p m,

dp

U, cos(ayp) ¢, ™ <0 ()

Statistical Modelling of Particle Impact Angle and Mass

Unlike the Lagrangian framework where the impactsna
and angle are readily available for each partitie,choice

of an Eulerian approach to model the dispersedeamasint

that a statistical model was necessary to defiag#rticle
impact-angle, velocity and mass flux, since onlgraged
values within the ‘near-wall’ cell are available hé
instantaneous velocity was calculated by summing th
mean and fluctuating velocity componerits,= U, + Up.

The mean component can be estimated by relating the
particle velocity to the wall shear stress viardlationship

U,
P
TW B # <—>
an =,

and the fluid viscosity was adjusted according aatiple
concentration via Eilers-Chong relationship (Kisk299)

1.25¢, ]
1- ¢p/¢cr

where ¢, is the critical volume fraction for maximum
packing taken to be 0.64 for random packing of gphk
particles. This method of estimating the particioeity
reduces the mesh dependency near the wall bulyisald

®

M=#f[1+ 9
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when the Stokes number is sufficiently small and th
particle size does not exceed the boundary layekrtass,
both which were fulfilled in the present study.

The fluctuating componentj, was modelled statistically
using a Probability Density Function (PDF). The P&fF
the fluctuating velocity componerﬁ(Up), has a Gaussian

distribution with standard deviatiom,= /2k/3, assuming
isotropic normal stresses, as shown in Figure 10.

(10)

1
f(Up)zam

v
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Figure10: Probability density function of the instantaneous
velocity component/,,.

Integration of the PDF yields the probability tleagiven
mass of particles will possess a given velocity

fu {+AUp __

P(U; < U, <U; +AU,) = dU (11)

r(vy)

\/ﬁ

Up
U;

Figure 11: Integration of the probability density function.

Since the SST turbulence model assumes an isotedgig
viscosity, the distributions for the remaining ety
components will have the same standard deviationvibiu
differ in their mean value. As shown in Figure 1ifie
particle velocity can be discretised and split idifferent
mass groups of identical particles, where the griiba
that each group having a certain velocity is regmésd by
the area under the integration function with width,. It
follows that the probability and velocity magnitudehree-
dimensions can be evaluated as

Piji = P[(U); N (U); N (Us)y]
(Up) g = |02 + W2)3 + W:)2
Therefore, the mass flux of particles, togethehwtiieir

corresponding impact angle, for a given combinatdn
classegjk, in three-dimensional form can be expressed as

(12)

(13)

(M), = Pujic- AV by pp for (a),, 20 (14)
Up),. .7

(ap)ijk = sin | —UK (15)
|(Up)ijk|



In the case where a negative impact angle resaifgct
erosion does not take place and indicates thapdhticles
are being moved away from the wall. These partisiay
however, still be responsible for abrasion if thpgssess
energy which is high enough to cause significaranimit
not enough to penetrate the thin squeeze film aed a
therefore unable to escape from the wall (i.e. tieggain
trapped within the squeeze film). This criterioragsessed
by comparing the normal Reynolds number of the garti
with a critical Reynolds number required for pagiglall
contact as suggested by Clark and Burmeister, (1992).

12¢2

a*

where,a” = 8[1 + 2(p,/ps)] andé = 10.

Rec, = (16)

When contact does occur, the effect of the squéibme
reduces the particle’s normal velocity componéht,by a
factorF given by

a* &2

a*+ ¢ Re,

17

Implementation of Erosion Model in ANSYS CFX  ©

Implementation of the proposed model was accomgdish
via a user Fortran subroutine which calls the erosi
function at each time step. The total erosion gtyaistthe
sum of the impact and abrasive contributions (eitihdoth
can be present) and this is normalised with resgettie
cell face area such that a displacement valuelisileéed
and used to automatically update the mesh viarthmuilt
mesh morphing algorithm available in ANSYS CEXA
simplified flowchart outlining the program algonithis
shown in Figure 12.

| INITIAL GEOMETRY |
v

Calculate Two-Phase Flow using
Euler-Euler Approach

¥

Reset Erosion Quantities

Calculate Erosion

Impact Erosion || Abrasion Erosion

Total Erosion

| Calculate Nodal Displacements |
| UPDATE GEOMETRY |————

Figure 12: Basic outline of program structure.

A steady-state solution of the flow-field in theiginal
undeformed geometry was solved initially without
activating the erosion model. This allowed the rsidiow
to fully develop and provided an initialisation fdne
transient solution with erosion. Since the erosimescales
are much larger than that of the fluid, the quativere
extrapolated assuming a linear erosion rate witdach
erosion time step. A fluid time step ®6~5 seconds was
used and extrapolated linearly per second of emotine.
The solution was considered converged when RMSuakid
values dropped below.0™* or when 5 iterations per time
step was reached.
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RESULTS AND DISCUSSION

Model Calibration

In order for the numerical model to be capable of
quantitatively predicting meaningful values of wetre
empirical values were required to be calibrateddjusted
such that a single set of universal values woulliveie
correct erosion quantities independent of the gyste
parameters. According to Khruschov, (1964) abrasion
amplitude values ranging betweerD~'to 1078 have
commonly been used depending on the wear conditions
being defined as either heavy or moderate, respbgti
Since not enough information on the particle shaps
available, the particle shape factor was set toywamd the
value for the abrasion amplitude was graduallyeased
until the desired rate of wear were obtained. Thlaes for
specific cutting energy and wall hardness are chanatic
properties of the erosion specimen, however some- fi
tuning was still necessary to obtain the appropnaiues
for the stainless steel material used in this stully
summary of the empirical constants used for thesere
study are given below in Table 2.

Abrasion Particle Specific Wall
Amplitude Shape Cutting Energy Hardness
Factor Jdm-) (N m2)
105 1.0 26 x 10° 2.52 x 10°

Table 2: Empirical constants used in the numerical model.

Numerical Validation and Comparison with Experiment S

In order to assess the accuracy of the proposee e
experimentally measured erosion lengths and deptns
compared with those predicted numerically. A cdimtee
plot and surface contour for one of the numerically
predicted erosion profiles is shown in Figure 13l an
comparison between the measured and predictedorrosi
quantities for tests 1-15 are shown in Figure 14.
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Figure 13: Erosion contour map predicted for a selected
sample using CFD simulation (a) surface plot and (b)
centreline profile.

Overall, the numerical results are in close agregmdth
the experimentally measured surface profiles. b, fthe
maximum error was <20% across all tests. The aererag
error for the erosion length predictions were galher



greater than those for the erosion depths singastmore
difficult to quantify this experimentally and inrse cases,
the precise location of erosion (i.e. point of coemzement
and termination) could not be easily identified.
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Figure 14: Comparison of experimentally measured and

numerically predicted erosion quantities.

An interesting phenomena that was qualitativelyeobsd

in the experiments and captured in the simulatioas, the
presence of an area of high localised wear intgsitthe

lower surface just after the bend and close toettges as
shown below in Figure 15.

@)

(b)

Figure 15: Contour plot of the wall shear stress from a

steady-state simulation (a) and SEM exposure ofdimee
surface (b).

This erosion pattern was consistent on almost etesy
specimen. The simulation results reveal the foromatf

two counter-rotating vortices (Dean vortices) agsfrom

secondary flow on the low pressure side of the karibis

precise location, indicated by zones 1 and 2.rtlmaseen
that very light surface smoothing has taken placoae 3
and more aggressively at zone 4.

This comparison confirms that the shear stressithgdays
a significant role in the abrasive wear process trad
single-phase steady-state simulations can sti#rbployed
in order to estimate the location of abrasive weanvever,
a precise prediction of the quantity of materiahowal,
particularly for larger deformations and changes
geometry, can only be accomplished by means afaignt
simulation which updates the flow field iteratively

Despite the good agreement between experimentally

measured and numerically predicted results, there@me

in

differences evident, most likely due to underlying

assumptions and model simplifications. Since the

numerical model assumes perfectly symmetrical dardi
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and an infinitely smooth wall, it fails to predidhe
asymmetrical profiles which were typical of the pital
tests and are likely to be caused by surface iraptohs,
geometry manufacturing tolerances, particle shape
variability and wall roughness.

Wall roughness was not accounted for in the sirariatas

it was assumed its effect on the particle-wall aochtand
impingement angle would only be significant in thiial
stages of the wear process, but still overall gdgk. This

is only true however for large erosion depths as se®n in
the case of low to moderate fluid viscosities, veh#re
roughness height was considered relatively small in
comparison to the final erosion depth. In the cafsthe
highest viscosity oil however, the erosion deptls whthe
same order of magnitude as the roughness height,
suggesting that wall roughness was dominant in igve

the particle-wall interaction and cannot be ignotadsuch
cases, it may be necessary to implement a wallhmess
model such as that proposed by Sommerfeld, (19923.
possibly explains the vast difference in erosiaofifas for
these tests and variation in the measured erosiggthis.

CONCLUSION

A new erosion model was developed which describes t
abrasion mechanism, found to be the dominant coemgon
of wear in the present study. This model has beeedto
the commercial CFD code ANSYS CEXand takes into
account transient changes in geometry by displatiieg
mesh proportional to the erosion rate. An Eulegipproach
was used to model both fluid and particulate phasei
was considered to be more practical in terms oétirasion
model implementation.

The model was validated against experimental
measurements using simplified geometries to unaledst
the effect of geometry inclination angle, fluid cdsity,
particle size and concentration. These findingewsed as

a basis for the developed model which yielded erosi
lengths and depths that were consistent with exarial
observations. Furthermore, it is expected that nailai
degree of accuracy be reproduced when applied t@ mo
complex systems placed under similar erosive caomdit
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