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ABSTRACT

A modelling concept applicable to submerged arndoes
is presented. The model is based on an Euleriari mul
fluid model accounting for granular materials, Idu
phases and gas with multiple reacting species. lieat
governed by an applied electric potential distrdouby
ohmic heating and radiation. The coupled naturthese
phenomena makes the process difficult to modelgutpp
A modelling concept has been developed and verifiaé
model is applied to a pilot scale furnace and tkeatefull
scale. It is shown that transient 3D modelling bé t
process is feasible.

INTRODUCTION

Silicon is produced industrially by reduction oficin
dioxide (SiO,) from quarts with carbon from coal and/or
coke in submerged arc furnaces by a reaction that i
idealized form can be written as Schei (1998):
90,+2C=9 + 2CO 1)
In reality the reaction scheme consist of severattions
and the reaction listed above does not consider any
impurities in the raw material. The silicon furnate
described in detail by Scheii.al. (1998) and is illustrated
in Figure 1. The reactor is heated by dissipatibelectric
energy passing through the furnace in the formtohio
heating and electric arching.
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Figure 1: The inner structure of a submerged arc furnace
smelting silicon (Schedt.al. (1998))

The inner operation of the working furnace is difft to
asses. The combination of high temperature and
aggressive chemical environment prove to be chgilhen
for materials probing and measurements to be choug.
For this reason, modelling can be an indispendaioleto
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help furnace operator or designer to understand and
control the process.

Modelling attempts on the process were carriedrout
the 1990's. They either assumed a 1D-approcahr (floo
model) or axisymmetric with limited modelling of teaal
flow (Schei, 1982; Schei, 1991, Andersen, 1995a,
Andersen, 1995b; Halvorsen, 1993). These simptifica
were necessary due to the computing power and mcaher
routines available at that time. Due the developgntdn
high performance computing and more advanced
numerical routines, a novel transient 3D modelling
concept have been developed to assess the fegsddili
modelling the silicon process and other submerged a
furnace processes. It has not been an ambitioevelap
a trustworthy and validated model.

MODEL DESCRIPTION

The silicon refining process is a complicated pssce
involving various interdependent physical phenomena
involving thermodynamics, electricity, hydrodynasjic
heat radiation and chemical reactions. This conifylex
makes the modelling of the process quite challengin
Most of these may be overcome, and the remaining
challenges could be solved by adjusting the amistiof

the modelling concept.

Modelling challenges

Time scale

The aforementioned phenomena happen on various time
scales ranging from the frequency applied to dlsttr
field to the overall reactor process (i.e. typitapping
and/or stoking frequency). In order to capture émdire
time scale, simulations have to resolve the sniatie®e
scale of electricity. This would be prohibitivelypensive

in terms of computational cost if the goal is tptcae a
typical process cycle (at least one tapping ansiioking
period).

Phases and Species

The amount of phases and species involved in tlo®rsi
reduction process is quite large. Table 1 showphases
and species matrix used in the modelling concept
presented in the following section. In total 5 pEwsire
present: gas, liquid-silica, liquid-silicon, solicand
condensate. Furthermore each phase consist ofpieulti
species amounting to 10 species in total. In redlie
solid phase should be split in two solid phasese on
mineral phase (silica) and one reduction materfesp
(carbon), but for modelling simplicity they have ebe
described as one phase in the base model. Inyrétadite

is also many more species, since all impuritieseHasen
neglected.



Table 1: Phases and Species matrix

Gas Lig. silica Liq. Solid Conden-
silicon sate
SI0(9) | sio,() | Si) | SIC(s) | Sish)
CO(9) SiO,(s) | SIO,(s)
Air (g) C(s)

For each phase one set of governing equationshier t
hydrodynamics has to be solved. They express
conservation of mass, momentum and energy. Iniaddit
conservation ofN species results ifN_ - 1additional
transport equations to be solved. Therefore in our
constellation, 15 conservation equations, 5 species
equations together with the differential equation the
electric potential and the radiation equations needbe
solved for each computational cell. This is quite
demanding on both CPU and data storage requirement.
Reaction kinetics

It is not possible to account for all reactiongtie process.
Some have not been identified, and those we knawtab
are already quite numerous. For some of theseioeact
there is also a lack of data for the reaction kasetlt is

not feasible to obtain detailed reactions kinetiésall
reactions, and even for some of the important alsa
are missing.

Hydrodynamics

For the hydrodynamics, the main challenges ardettD
extreme difference in the properties of the maleria
present in the reactor. Density varies betweerkghe® in

gas phase to thousands of k§/in solid phase while
viscosity varies between POkg/ms in gas phase to °10
kg/ms in molten silica. Another challenge is causgdhe
size and shape of the particles in the solid phabke.
behaviour of the phase is challenging to modeluag. f
Geometry

The furnace geometry plays an important factorha t
modelling work. Pilot-scale silicon reduction fuoes
normally consist of one electrode therefor allowirgyto
model it economically using  axis-symmetric
simplification. However, an industrial furnace aofte
consist of three electrodes with different elecprotential
which forces us to model it in full three dimensoat a
much higher CPU cost.

Plasma

Plasma modelling is a science by itself. The set of
equations describing the dynamics of the plasmaipsy
consist of equations of motion coupled with Maxvgell
equations for electromagnetic fields (or Poiss&igfsation

for electrostatic field) and energy equation. Tingetscale

of the plasma dynamics is also orders of magnitude
smaller than the typical process cycles.

Modelling strategy

To answer the aforementioned modelling challenges,
modelling strategy is proposed in this section. The
modelling concept is incorporated in the latestsigar of
ANSYS/Fluent version 13 (ANSYS,2011).

The time scale is different for the various phenoae
The frequency of the electric potential is typigaiOHz
and thus the time step required to resolve theredield,
At,, can be less than 1 ms. The plasma dynamics is
probably described by the same time scale. Theaypgas
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velocities requires a time step for the fluidg, around 10

ms. This is roughly the same time scale as thetiogac

dynamics,At,. Still the smallest time step is associated

with the solid phaséjts. Although the solid phase moves
slowly, numerically it is necessary to track thisape with

a small time step to cover the possibilities of derd

rearrangements in the packed bed. The time step is

typically 1 s, while the process cycle we wish to simulate
is typically 1 hr. The order of the time scales is
summarized as:
At;O(10°%) < At,O(10%) < At;
At, <At O(1C%) < At, O(1h) @

In order to achieve acceptable computational time,

multiple time scale concept is used. In this coticep

« Electrical current is modelled as quasi steadyestat
(electric current change only due to change in @has
conductivity and variations in electric potential).

e Simulation runs mainly on fluid time scale at which
reactions takes place.

« During fluid time scale, solid phase is assumebtean
static condition and modelled as packed bed.

* When predetermined condition is met, stoking isiedr
out.

« In the stoking period (smaller) solid time scaleuged
and solid phase is allowed to move in order to rsliel
packing reorganization, solid phase is modelled
granular fluidized bed in this period.

« When cavity is refilled and gas from the cavity haen
released from the furnace, simulation is switchacktio
the fluid time step and the solid phase is modalgain
as a packed bed and a new cycle starts.

as

Thus the simulations normally run with a time step
capturing the dynamics of the gas flows and theti@as.

In the event of stoking or other events causingdsnd
movements in the particle bed, the time step isaed to
capture these events. This is illustrated in Figlr&Vith
this feature it is possible to simulate a typicabgess
cycle within reasonable time.

However, it is not possible to capture the plasma
dynamics with these restrictions on the time sféps is
acceptable since there is no ambition to study that
phenomenon in detail. Note that the model needs to
realistically account for the heat transfer by thasma.
This needs to be achieved through some effectiveriah
parameters, and should not require any smaller stegs
than otherwise used.

reaction stoking reaction stoking
e

Figure 2: Time step switching strategy to capture different
phenomena.

The modelling concept accounts for the solid materi
(raw material) as a granular phase with specialsighy
such as a maximum packing limit. In addition there

two liquid phases, one gas phase and one condensate
phase with species as mentioned above. A set of the
reactions assumed to be most significant is aceoufatr.
These reactions are listed in Table 2



Table 2: Relevant Reactions taking into account in the
present study

Reaction
S0(g) + 2C(s) - SC(s) + CO(Q)
250(g) - SOy(sl) + S(s!)
S(sl) - S(I)
SO4(s) » SO4(I)

SC(s) + SO(g) —» 29(I) + CO(q)
250,(1) + 9C(s) -~ 350(g) + CO(g)
SO, (sl) —» SO,()

SO4(l) +C(s) » SO(g) +CO(g)

Z
o

@I IN|o|O|r®INIE

Reaction 1 is the reaction which reac®O gas and
carbon into SIC and CO gas. Reaction 2 is the
condensation ofSiO gas producingSiO, and Si
condensate. Reaction 3 is phase change from silicon
condensate to liquid silicon. Reaction 4 is anotitesse
change from solid silica to liquid silica. Reactibris the
reaction between silicon carbide a0 gas to produce
liquid silicon and carbon monoxide gas. Reactios the
reaction between liquid silica and silicon carbite
produceSiIO and CO gas. Reaction 7 is another phase
change betweenSiO, condensate andSiO, liquid.
Finally reaction 8 is the reaction between liquicta and
carbon to produc&i O and carbon monoxide gas.

Governing Equations

Conservation of mass and momentum is ensured by the
continuity equation and the Navier-Stokes equations
Turbulence is accounted for by the mixtkree model.

For the solid phase (quartz and carbon material) th
continuum theory of granular flow is being used.eTh
materials move according the conservation of moorant

2 (p.au)+0fpau.u,)

=-a UP-Up,+ULk, +a,00
Np 3

+Z(Kp3(up _u3)+ MpsU ps _mSPuSD)

p=1
+ (Fs + va,s)

For granular flows in the compressible regime (ivben
the solids volume fraction is less than its maximum
allowed value), a solids pressure is calculated
independently and used for the pressure gradiemt g
shown in EQ.(3). The solids pressure is composea of
kinetic term and a second term due to particleésiotis:

— 2
ps - aspses + Zp(1+ e$as go,$@s) 4)
where e is the coefficient of restitution for particle
collisions gy is the radial distribution function, and

@S is the granular temperature determined by solthieg
following transport equation:
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3| 0
E E(psases)-'- u [qpsasuses)

= (~ p +7.): Ou, + Ok, 0O,

- yG)S + qops
where (— p| + TS): Uuy is the generation of energy
by the solid stress tensoKg, [JO the diffusion of
energy, J/5 the collisional éissipation of energy and
@, the ensergy exchange between lp‘@ fluid and the
Stﬁ solid phase.

The energy equation is solved for every phase. The
governing equation reads as:

0
a(pkakhk)-*_l] [ﬂpkakukhk)

0
akapk-'-rk:muk_l]mk

®)

(6)

+3(Qu )+ g2 + 5
p=1

where q, is the heat flux,qli2 is the source to ohmic
heating described below&i1 is a source term that
included sources of enthalpy (e.g., due to chemical
reaction or radiation),Qpk is the intensity of heat
exchange between the andk phase.

The sensible enthalply is calculated as:

T

h=hy +| c.dT @
ref

where href is the reference enthalpy,  is the reference

temperature andcp is the specific heat at constant

pressure.
The volumetric rate of energy transfer between phas
is assumed to be a function of the temperaturerdifice,

ie.

Quk = hy (Tp } Tk) ®)
where hpk (= hkp) is the volumetric coefficient between
phase p and phasek . The heat transfer coefficient is
related to thep phase Nusselt numbelNup as:

h = 6k.a,a,Nu,
pk d2

p
where K, is the thermal conductivity of th& phase.
Fluent provide two Nusselt correlations, Ranz and

Marshall commonly use for fluid-fluid heat transfend
Gunn for granular flows (i.e. solid-fluid) heatrsder.

©

Electric potential and Ohmic heating
The electric current continuity equation is givartérms
of the electric potentigl as follow:

Ot{o,0¢)=0
where, s is the mixture electrical conductivity.
The current density vect((rJ) is related to the electric
potential distribution as follows:

J=-0,0¢ (11)

The total heat generated due to the dissipaticeatric
energy is calculated using Ohm's law:

(10)



0 JIJ

m O_m
The electric current continuity equation shown o ELO)
is solved using mixture User-Defined Scalar (UDS)
equation with the transient and convective termedroff.
The mixture electrical conductivity is calculateaisbd the
phase value with volume weighted average as:

NP
On = Z ano,
p=1
The heat source attributed to phdsds determined from

the mixture heat generatef}, using volume weighted as:

a¢ =0,

(12)

(13)

(14)

The heat radiation from a heat source is modellied v
Discrete Ordinates (DO) radiation model. The digcre
ordinates radiation model solves the radiative sfiem
equation (RTE) for a finite number of discrete sodyi
angles, each associated with a vector directiired in
the global Cartesian system.
The DO model requires input parameters such as
absorption coefficient, scattering phase functiond a
refractive index. The suggested default value framsys
is used in the present study.

Species i in phase kK is represented by mass
fractionYk'. The governing equation for multiphase
species transport equation

2 (pa )+ odpau +a,)

. . Np
=aR +a,S, +Z(mpi,kj _mki’pi)+R
=1

whereRli( is the net rate of production of homogeneous
speciesi by chemical reaction for phade, M Wiois
the mass transfer source between spetiemd | from
phasek to p, andR is the heterogeneous reaction rate.
In addition SL is the rate of production form user defined
source. JL is the diffusion flux of species resides in
phasek .

Reaction kinetics based on heat flux received by
material is used in the present study (i.e. if isigit
energy is present, the reactions occur instantahgou

(15)

Table 3: Reaction kinetics

No | Rate [mole/ifs] Reaction condition
1. k. =A e’ AGP< 00T

2. ko =0,/ AH, AG’< 00T < 2110K
3. ks = Q3 / AH3 AG’ <00 T < 1691K
4. | k=04/AH, AGY <00 T < 1996K
5. | ks=0s/AHs AGY < 00T < 2216K
6. | ks=0s/AHs AG°< 00T < 2135K
v k; = q; / AH; AG <00 T < 1996K
8. | ks=dg/AHg AGY <00 T < 2016K

In Table 3,AH represents the change of enthalpy
while AG represents the change of entropy. The heat flux
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q appears in the reaction rate is calculated basesblid
temperature and reaction equilibrium temperature as

q=h(T- Ty) (16)
whereTeq is the temperature limit in which reaction can
happen

SIMULATIONS

The governing equations presented above are sakiad
the finite volume technique implemented in comnarci
CFD software Fluent version 13 (of ANSYS Inc., USA)
(ANSYS (2011)). Most of the governing equations are
solved using the standard solver available from the
software while the electric potential equation shawEqg.
Error! Reference source not found. is solved using the
User Defined Scalar (UDS) solver. Furthermore, user
customized model such as momentum transfer, heat
transfer and reaction kinetic were written usingetJs
Defined Functions (UDF) written in the C programming
language.
The following models were turned on during simuas:

e Multiphase — Eulerian

* Energy
e Viscous — Standard k-epsilon, Standard Wall Fn,
Mixture

* Radiation — Discrete Ordinates

e Species — Species Transport, Reactions
Typical time needed to calculate 1 process interval
between two stoking process consisting of 140@bktime
is 24 hours wall time using 8 parallel processors.

Numerical Scheme

All governing equations are solved using seconderord
quadratic upwind (QUICK) scheme. Explicit volume
fraction formulation is used which allow the softe/eto
select time step based on CFL criteria. The CFL riaite
used in the present study is 0.5, with maximum titep
of 0.5 s.

Geometry and boundary conditions

A pilot scale furnace is modelled in the preseatigt The
geometry of the furnace can be seen in Figure & Mt
the electrode tip is modelled with rounded corrgnce
sharp corners promote a numerical singularity. daduce
calculation time during model development, the geioyn
is modelled as axis-symmetric. The geometry isrdtsed
into total of 580 computational cells. Wall boungar
conditions are used for solid boundary while pressu
outlet is used on the top of the furnace to allas ghase
to leave or enter the computational domain. Electri
potential equation is modelled with boundary of 8 M0at
the electrode surface and -50 at the bottom ofuheace
while zero gradients are imposed on other boundaoy.
the energy equation, thermal convection boundamy wi
heat transfer coefficient of 1000 wiK and free stream
temperature of 300 K is applied on the side wallrmtary
while zero flux thermal boundary is applied on boétom
furnace.

Initial conditions

Simulations are started with set of initial conaliti The
solid phase is filled up to 60 % of the total heighthe
furnace with volume fraction of 0.62. The solid pbha
consists of mixture of 75% Si@and 25% C with patch of
1% SiC is set below the electrode tip to speed itlin



reaction. The gas phase occupies the rest of thameo
consisting of air. The phases not present initialigh as
condensate, liquid SiOand liquid Si, is set to have
volume fraction of 1x18. Temperature for all phases is
set to 300K. The scalar quantity representing teetric
potential is set initially at 0. Mixture turbuleinetic
energy is set to 1 % and mixture turbulent dissipation
rate 1 mis’. All phases are set to be initially at rest while
the solid granular temperature is set to 0.00&%m

0.15

Wall, +100
potential, coupled

1.028 thermal bounda

1.128

Wall, zero flux
potential, thermal
convection boundary

Nl
1 -
\ Wall, -50 potential,

zero flux thermal
boundal

0.64

Figure 3: Geometry (in meter), computational mesh and
boundary conditions

RESULTS

Electric potential and ohmic heating

Snapshots of the electric potential field can bensen
Figure 4 (left). Due to extremely high velocity die
electrical current travel in space, the electrideptal
equation is assumed to be always in equilibriunevery
time step. Variation in space due to the mixtuezteical
conductivity as consequences of inhomogeneous izlater
composition is however accounted for.

Based on the electrical potential field, source tiym
energy equation is calculated. As the source terbased
on the gradient of the electric potential fieldisitobvious
that in the present case, the region next to thetrelde tip
is exposed to most of the heat source as can lresee
Figure 4 (right).

The ohmic heat source is distribute to each phases
using volume weighing. Figure 5 shows snapshothef
temperature field from two different time instarioesolid
and gas phase. As can be seen the gas phase heach t
maximum temperature almost in no time however at th
end due to heat transfer both phases reachingilaurih
temperature with each other. Not that in the preserly,
all temperature fields is capped at maximum 250@0K
prevent instability in the reaction rate calculato

Cavity formation

One of the key important features of the silicorr ar
furnace reactor is the presence of a void cavigf tethe
electrode tip (see Figure 1). In the present mabel
cavity is formed naturally when solid materials nexthe
electrode tip is consumed either due to meltingeaction
with other materials.

Figure 6 shows how the cavity is formed in the
present simulation. Starting from the electrode tipe
solid phase is gradually consumed (represented by
decreasing solid volume fraction locally). The mse is
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continued as solid phase is continually consumsdltiag
bigger void cavity. When the cavity formation iaching
the outer region of the hot zone, the process awesd
down as there is not enough heat to sustain théycav
formation process.
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Figure 4. Snapshots of electric potential field [V](left)
and ohmic heating source [W/m3] (right)
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Figure 5: Snapshots of temperature field [K]tatl5 (left)
and 1000 s (right). The left half part of each pietshows

gas phase temperature field while the right satidse.
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Figure 6: Snapshots of solid phase volume fraction
respectively from left to right at=120, 185 and 675 s
showing the formation of void cavity in the reactor

Chemical reactions

Chemical reactions depend very much on the avaikbil
of heat and reactant(s). The reaction path is rathe
complicated, but can be simplified as follow in erdo
give better understanding. The reaction begins with
reaction 4 in which silica melting into liquid. Depding

on the availability of silicon carbide and the zone
temperature, liquid silica can react following réac 6 or



8 to produceSiO gas.SiO gas in turn reacts either with
carbon according to reaction 1, condensed accortting
reaction 2 or react with silicon carbide accorditgy
reaction 5 depending on temperature. Finally when t
temperature is sufficiently high, the condensatasghwill
melt according to reaction 3 and 7.

Figure 7 show example of instantaneous rate for all
reactions taking into account in the present stédycan
be seen reactions 1, 5, 6 and 8 occurs mainly erhth
zone inside the cavity while reaction 3, 4 and ppeas
on the cavity wall. Finally, the condensation psxe
represented by reaction 8 take places in coldeiomeg
slightly away from the cavity wall.
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Figure 7: Instantaneous reaction rates [kgmdksh for
the eight reactions &500 s

This information gives detailed indications of waer
each reaction occurs and the corresponding reacsiten
which is of high importance when investigating the
limiting reaction which prohibits reaching optimum
conversion rate.

Material distribution

Due to the various chemical reactions taking piacthe
process, materials are going to be redistributéglire 8
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shows instantaneous volume fraction for the 5 phase
taking into account in the present simulation afiee
process has run for about 1000 s. As can be setimisat
time instance, void cavity has taken shape. Licgiiita
(due to its sticky nature in liquid form) is attachto the
remaining solid materials still present in the hote. The
condensate material (formed from the condensatibn o
SiO gas) is clearly present at the cavity wall region.
Finally the liquid silicon formed in the hot zons i
dripping to the base of the reactor. Not that thaation
of the hydrodynamics behaviour of liquid silica ditplid
silicon is achieved by incorporating different intlkase
drag correlation between the liquid phases and soli
o C ks CE
LB e o
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Figure 8: Instantaneous phases volume fraction [-] at
t=1000 s.

Species evolution

The evolution of the total mass for each mateppaésent
at any given time inside reactor can be easilyaekdd by
doing simple integration for the entire computagibeells.
Figure 9 shows the example of the evolution of carb
silicon, silica and silicon carbide materials réisigl from
the current model.

For the first 100 s, nothing much happen to theenes
composition as the reactor is still heating up ke t
reacting temperature. After the reaction tempeeatisr
reached, reactions start. Both carbon and silica are
continuously consumed by the reaction. Silicon ickrb
which was initially added to the reactor is alsmsuumed
by the reaction; however after about 400 s it steotbe
accumulated again.

Production of silicon starts approximately 100 teraf
the start of the process. The steep curve at thahieg
indicates fast reaction process producing significa
amount of silicon. The rate however gradually dases in
time indicating that reactants required to prodsitieon
probably have been depleted and a stoking process i



needed to replenish the area near electrode tip fvésh
materials.
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Figure 9: Species evolution over time during interval
between two stoking process.

Stoking process

When materials next to electrode tip have beerrenti
consumed, a stoking process is needed. In the rgrese
model the stoking process is carried out by allgwiine
solid phase to move, effectively switching from aclped
bed to a fluidized bed model. Furthermore, numétinze
step has to be reduced several order of magnitudedier

to capture rapid structural change in the reacthichv
normally occurs within 1 to 2 s time interval.

Figure 10 shows how the stoking process is simdlate
by the present model. As can be seen after thangtok
process is initiated, the gas pocket starts to tis¢he
surface. Fresh materials from the side wall regibrthe
reactor sink to the lower reactor part, refillifgetcavity
region below the electrode. After about 2 s, thekisg
process finished and the simulation can be condirue
switching the solid phase back to packed bed made a
increasing the time step again to the reaction tiate
step.
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Figure 10: Solid phases volume fraction [-] during
stoking process, from left to right at 0, 0.5, &rgd .1.8 s
after the stoking process started.

Full scale 3D simulation

The modelling concept has also been tested onl adaile
furnace with 3D simulation. These furnaces arecipi

10 meters in diameter with three electrodes anephae
AC power supply. For the 3D full scale model, a mesh
with circa 26000 cells was applied. The computation
time increased to 4-5 days for a typical procesmal. A
snapshot of the ohmic heating source is seen ir&ityl.
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Figure 11: Snapshot of ohmic heat sourcein afull scale
furnace simulation

CONCLUSION

It is not the intention of the present study toldai perfect
model for submerged arc furnace. Instead this shoel
considered as a first step in understanding various
elements required to model the furnace and thdtsethat

can be expected by conducting simulation of such a
complex system. In the present study, we discovérad
large amount of input data such as detailed reastio
kinetics and material properties are still unacc¢edrfor,
thus a dedicated study to provide the data is redui
However, the study showed that computer technotogl
numerical algorithms are capable of processingirtpat
required to simulate the process. The CPU costgh, hi
but acceptable for industrial simulations. Thus ist
feasible to develop a CFD model based on the prapose
concept for silicon furnaces and other submerged ar
furnaces.
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