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ABSTRACT 

Within the CFD-optimization process of thermal energy 
conversion systems an accurate prediction of the 
convective heat transfer is required. Because of the lower 
computational effort and the numerical stability, eddy 
viscosity turbulence models are often used. Besides the 
different velocity and time scales the eddy viscosity 
concept offers a lot of modifications such as variable 
turbulent Prandtl number, stagnation point, entrainment 
and near wall correction. 
Based on the k-ε, k-ω, and v2-f turbulence models the 
potential of the customised modifications will be 
discussed. The studies include different free convection 
and room airflow situations. Moreover the flow around a 
heated obstacle will be presented. 
According to the validation results it is shown that the 
most accurate computations can be obtained with the v2-f 
model if the stagnation point and the entrainment 
correction are used, while the k-ε and k-ω based 
turbulence models underestimate the convective heat 
transfer. 

NOMENCLATURE 

C1, C2 model constants in the v2f model 
Cε1, Cε2 model constants in the ε-equation 
Cη, CL model constants in the length scale equation 
Clim  model constant in the realizability constrain 
Cµ  turbulent viscosity model constant 
f  relaxation parameter in the v2f model 
gi  gravitational acceleration 
k  turbulent kinetic energy 
L  turbulent length scale 
mCFD  RANS based computed mass flow rate 
mDNS  DNS computed mass flow rate from  
Sij  strain rate tensor 
Pk  production rate due to turbulent stresses 
Pb  production rate due to buoyancy 
Rey  turbulent Reynolds number 
T  turbulent time scale 
ut  turbulent velocity scale 
v2

  normal stress in the fictive wall-normal direction 
β  volumetric thermal expansion coefficient 
ε  dissipation rate 
λε  blend factor 
µ  dynamic viscosity 
µt  dynamic turbulent viscosity 
σ  turbulent Prandtl number 
ρ  density 
θ  non-dimensional temperature 

INTRODUCTION 

The fluid flow dynamics in industrial processes are 
dominated by turbulent momentum and heat exchange 
processes. Hence an accurate prediction of the convective 
heat transfer rate requires a reliable and numerical 
efficiency computation of the turbulent transport 
mechanism. Due to the numerical robustness and the low 
computational effort, linear eddy viscosity models are 
often used for industrial applications. These models are 
based on the Boussinesq analogy between the viscous and 
turbulent stresses. Similar to the molecular viscosity, the 
turbulent structures are characterized by a turbulent length 
and a velocity scale. Alternatively a turbulent length scale 
and a turbulent time scale can be used. 
 
In analogy to the molecular approach the product of the 
time scale and the quadratic velocity scale can be 
described by the turbulent viscosity as: 

Tutt ⋅⋅ 2~ ρµ          (1) 

In contrast to the molecular viscosity the turbulent 
viscosity isn’t a fluid property. It depends on the flow 
structure and must be determined accordingly. In the 
literature different approaches are used to quantify the 
characteristic values (e.g. Wilcox, 2006, Launder and 
Spalding, 1972). Standard models use the turbulent kinetic 
energy k as an equivalent quantity for the turbulent 
velocity scale ut. Because of the well-known over-
estimation of the turbulent shear stresses near the wall, 
this fundamental approach is not broadly accepted. Within 
the turbulent boundary layer, the velocity scale should be 
proportional to the spanwise turbulent normal stress. This 
behaviour is illustrated for a two-dimensional channel 
flow in Figure 1. The turbulent viscosity is determined by 
the Boussinesq hypotheses (νt=-u’v’ dy/du). 

 

Figure 1: Comparison of different turbulent velocity 
scales for the prediction of the turbulent viscosity in a 2D 
channel (Reτ=944, DNS from Del Alamo et al., 2004). 
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If the turbulent kinetic energy k is used (0.09kT) the 
turbulent viscosity is dramatically over-estimated near the 
wall. However if the turbulent normal stress in the 
spanwise direction is utilized (0.22v2T) a better agreement 
with the DNS data can be observed. This more realistic 
approach suggests that such models are more universal 
and able to provide more accurate results over a wide 
range of applications. However in its practical use it can 
be shown that such models can lead to an under-prediction 
of the entrainment and spreading rate in turbulent free jets. 
Hence in this paper, a modified v2-f turbulence model 
which avoids the under-prediction of the turbulent 
momentum exchange in free shear flows will be presented 
and its performance over extensive convective heat 
transfer cases is discussed. 

MODEL DESCRIPTION 

Durbin (1991) proposed a v2-f model which consists of 
four transport equations to determine the turbulent 
viscosity. These are the turbulent kinetic energy, the 
dissipation rate and two addition equations - one for the 
imaginary turbulent normal stress and one for the elliptical 
relaxation. The latter considers the elliptical nature of the 
correlation between the fluctuations of the pressure and 
the velocity gradients. This enables the considerations of 
wall reflection effects without locally dependent algebraic 
relations. Pressure reflections which can reach far into the 
flow domain and therefore have a strong non-locality can 
be taken into account. 
 
In this paper, a modified version (from Lien and Kalitzin, 
2001) of the original v2-f model is used. In contrast to the 
model from Durbin (1991) the modified version allows a 
segregated solution of all transport equations. For this 
reason it is particularly well suited for implementation in 
standardized CFD-solvers. In addition the proposed 
improvements from Davidson et al. (2003) to ensure that 
the imaginary velocity scale is smaller than 2/3k is 
utilized. The transport equations are given as follows: 
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To avoid singularities in the conservation equations near 
the wall limitations for the turbulent time scale T and the 
turbulent length Scale L are introduced by the 
Kolmogorov variable according equation (8) and (9). 
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To avoid the stagnation point anomaly additional 
restrictions for the turbulent time and length scales are 
proposed in the literature. A particular discussion about 
the influences to the computational results and to the 
numerical stabilities is presented in Sveningsson (2003). 
He pointed out that the additional limitation of the 
turbulent length scale can produce numerical instabilities 
if the relaxation equation is solved. Furthermore he 
showed that the computational results in the stagnation 
point area are mainly influenced by the time scale limiter. 
For this reason in this paper only the determination of the 
time scale that includes an additional limiter to avoid the 
stagnation point anomaly is used (see equation (10)).  























=

SvC

kCk
T

2
lim

6
,

/
6,maxmin

µε
ρµ

ε
     (10) 

For the length scale the conventional limiter according 
equation (9) is used. The boundary conditions at the walls 
are 
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and for the inlet the values must be specified directly for 
each transport equation. For the elliptical operator f, a 
homogeneous Neumann boundary condition is used. 
 
The proposed model constants from Lien and Kalitzin 
(2001) are the same as the standard k-ε model except for 
the determination of the model constant Cε1 which adjusts 
the value for the near wall and the core flow as: 
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Although in many cases this equation is used, this leads to 
unrealistic results for the turbulent shear stresses. For 
example in a plane wall jet the v2-f model will compute a 
ν

2/k ratio of about 0.35 which leads to a Cε1 value of 1.52 
from equation (12). However for the turbulent plane jet a 
Cε1 value of 1.4 is required. Consequently this produces 
under-predictions of the entrainment and spreading rates 
(dy1/2/dx≈0,08 instead 0,10-0,11). For this reason a blend 
function which allows an individual adjustment of the 
model constant Cε1 for the near wall and outer boundary 
layer is proposed: 
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The equations (13), (14) and (15) represent a simple 
function which interpolate the Cε1 value between the 
Cε1wall=1,59 for the near wall and Cε1 free shear flow=1,40 for 
the free shear flow region. Hence more accurate results for 
free shear flows can be obtained. In this paper the model 
constants are summarized in Table 1. 
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µC  
2εC  

1C  
2C  

kσ  
εσ  

tσ  
LC  

ηC  
limC  

0.22 1.9 1.4 0.3 1.0 1.3 0.85 0.23 70 0.6 

Table 1: Used model constants. 
 
The implementation of the v2-f model into the commercial 
CFD code Fluent was performed using its User Defined 
Function (UDF) interface. The implementation complies 
with the rule that the linear portion of the source terms 
always supplies negative contributions, to get a stable 
turbulence model (more details can be found in Patankar, 
1980). 
 
The computational mesh for all models was suitable for a 
low-Re calculation where the dimensionless distance to 
the wall of the first grid cell is y+  < 1. Therefore for the k-
ε model, the low-Re extension proposed by Wolfsthein 
(1969) and for the kω-SST the low-Re corrections were 
used. For all test cases a grid independence test based on 
the Richardson extrapolation (Fletcher, 2000) was carried 
out. In all cases a discretization error of less than 1% 
could be detected for turbulence and velocity quantities. 
 
To determine the validity of the proposed modified v2-f 
model, five different flow scenarios are used for analysis. 
These include traditional benchmarks such as flow 
separation, convective heat transfer, natural convection 
flow and flow around obstacles. To allow direct 
comparison with other turbulence models, the calculation 
results (V2F-MOD) in addition to the data measured by 
the standard k-ε model including Enhanced Wall 
Treatment (SKE) and the k-ω turbulence model with 
shear-stress transport equation (KW-SST) from Menter 
(1993) compared. All calculations were performed with a 
low-Re grid (y+ < 1) and with the commercial CFD code 
Fluent (Fluent, 2007). 

RESULTS AND DISCUSSION 

Two dimensional channel flow 

Due to the availability of extensive DNS data and its 
simple geometry the flow through a two-dimensional 
channel is particularly suitable for validation of near wall 
behaviour. The computational geometry is shown in 
Figure 2. To reduce the computational effort periodic 
conditions are applied at the inlet and outlet, while at the 
centre of the channel a symmetric boundary condition is 
used. 

 
Figure 2: Computational domain of the 2D channel flow. 
 
To summarize the validation results for a wide range of 
turbulent Reynolds number (Reτ) in Figure 3 the computed 

mass flow through the 2D channel is compared with the 
DNS data from Moser et al. (1999) in terms of normalized 
values (the value 1 conforms with the DNS data). The 
V2F model with the Cε1 constants proposed from Lien and 
Kalitzin (2001) over predicts the mass flow rates and thus 
underestimates the wall shear stresses. The deviations of 
the mass flow rates are not constant and depend on the 
turbulent Reynolds number. With the introduced approach 
a significantly better results can be achieved. The V2F-
MOD matches the DNS over the whole turbulent 
Reynolds numbers well.  
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Figure 3: Comparison of the computed mass flow rates. 
 

Two dimensional room airflow 

To validate a simple non-isothermal air flow, the 
experimental data of Blay et al. (1992) is used for the 
velocity and the temperature distribution. The geometry 
(Figure 4) is a square cavity having dimensions of L= 
1040mm, h=18mm, t=24mm. Air at 15oC enters the inlet 
at a velocity of 0.57m/s. The top and side walls are set at 
15oC while the bottom wall is set at 35.5oC. 
 

 
Figure 4: Geometry of square cavity with plane jet 

 
Distribution profiles of the velocity (uy/uo) and 
temperature (θ) are shown in Figure 5. The velocity profile 
is normalized by the inlet velocity while the non-
dimensional temperature, θ is defined as (T-Th)/(Tv-T) 
where Th and Tv are the temperatures of the hot horizontal 
and cold vertical wall, respectively. The results show that 
the KW-SST model underestimates the entrainment and 
high flow velocities in the immediate vicinity of the wall. 
The SKE and the V2F-MOD show much better agreement 
with the velocity profiles. However with respect to the 
temperature distribution the V2F-MOD model provides 
the best results. 
 



 
 

Copyright © 2012 CSIRO Australia 4 

 

Figure 5: Velocity and temperature profiles for plane wall 
jet in a square cavity. 

Vertical free convection 

In this example, the natural convection on a hotter vertical 
surface (Tw=25oC) was investigated under an isothermal 
environment having a temperature of T=20oC. The 
geometric model for this test case was created by Kriegel 
(2005) where the dimension of the vertical wall is 6-
meters, and the floor (treated as adiabatic) is 1.5-m (Figure 
6). The profile of the heat transfer rate along the vertical 
wall height was calculated for this buoyant flow. Near the 
floor the heat transfer asymptotes towards 25W/m2 and 
decreases away from the floor. The V2F-MOD model 
provides significantly better performance over the SKE 
and KW-SST models as it is able to reproduce a local 
minima at y~1.5m with an increase in q with increase in y. 
The KW-SST and SKE do not show any minima but a 
smooth parabolic profile. 

 

Figure 6: Schematic and heat transfer rate profile results 
for vertical free convection. Measurement data according 
to Raithby and Hollands (1998). 
 

Free convection in an enclosed cavity 

Buoyancy-induced convective flows in a vertical and 
horizontal enclosed cavity are used to evaluate free 
convection (Figure 7). The dimensions of the vertical 
cavity is H=2.18m and B=0.0762m, with adiabatic top and 
bottom walls, and the left wall with TL=0oC and right wall 
temperature varying, TR=1-100oC. The dimensions of the 
horizontal cavity is H=3m and B=6m, with adiabatic left 
and right walls, and the top wall with TL=0oC and right 
wall ranging in temperature TR=1-100oC.  
 

The calculated Nusselt number Nu (measure of heat 
transfer) as a function of Rayleigh number, Ra is plotted 
for the different varying temperatures (1-100oC at the 
hotter surface). Both the SKE and KW-SST models under-
predict the heat transfer rates and at higher Ra, the 
discrepancy gets worse. The V2F-MOD provides 
significant improvements and the predicted results fall in 
the range of the experimental data for both the vertical and 
horizontal enclosure. 

        
 

(a) vertical enclosure geometry and velocity contour 

       
(b) horizontal enclosure geometry and velocity contour 

 

 
(c)      (d) 

Figure 7: Schematic and velocity contour for (a) vertical 
enclosure (b) horizontal enclosure. Nusselt number profile 
results for (c) vertical enclosure, measurement data 
according to Elsherbiny et al. (1982) (d) horizontal 
enclosure, measurement data according to Probert et al. 
(1970). 

 

Flow around an heated obstacle 

The flow of cooler air passing over a heated obstacle is 
experimentally visualised using LIF (laser-induced 
fluorescence) which is used to evaluate the turbulence 
models. Figure 8 shows the geometry of the flow where a 
downwards flow of cooler air passes over a heated 
obstacle. The inlet profile is a developed flow within the 
enclosed region having a width of B=0.38m.  
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Figure 8: Schematic of flow over a heated obstacle. Blue 
dotted region is used to visualise the temperature 
distribution. 
 
The measured and simulated temperature distributions in 
the vicinity of the upper right hand corner of the obstacle 
are shown in Figure 9. The forced flow around the heater 
produces a forced mixing effect where the natural buoyant 
convection that rises from the heated obstacle is impeded 
by the downwards momentum flux from the inlet. The 
measured temperature contour shows a curved “tail’ of 
warmer air that points downwards. The high dissipative 
nature of the SKE model and its significantly high 
production of turbulent kinetic energy due to the large 
stagnation point region, shows high temperatures 
remaining near the wall and no heated air ‘tail’ can be 
found in the region away from the wall. The KW-SST 
model has a similar contour plot but with a shorter 
temperature ‘tail’. The V2F-MOD is able to capture to tail 
effect and provides the best results of the three models. 
 

 

Figure 9: Temperature contour plot in the vicinity of the 
right hand upper corner of the heated object (see dotted 
blue box in Figure 8). 
 

Barrel of Ilmenau 

The world’s largest experiment (7.0 m x 6.3 m) to study 
highly turbulent thermal convection of air with high 
spatial and temporal resolution is the experimental test rig 
named the ‘Barrel of Ilmenau’ which represents a large-
scale Rayleigh-Bènard convective flow. A hot plate is 

installed between the floor and a suspended cooling plate, 
and the air is set into turbulent motion. Due to the freely 
suspended cold plate which is mounted on a crane, the 
aspect ratio can be altered. A schematic of the Barrel of 
Ilmenau is Figure 10. 

 

Figure 10: Schematic of the ‘Barrel of Ilmenau’ and the 
measurement setup. 

 
The experimental data that is produced through the 
Technical University of Ilmenau can attain very high 
Rayleigh numbers and performs detailed non-contact 
measurements and visualizations of flow inside this 
cylindrical domain for verification of indoor airflow 
computations. 
 
To reconstruct this three-dimensional model, a large 
number of cells would have been necessary. Therefore, a 
half-cylinder with the same dimensions and a plane of 
symmetry was used. Following the guidelines in the 
literature (Du Puits, 2007) with the aspect ratio Γ = 1.13, 
the diameter of 7.15 m and height 6.3 m was modeled. A 
sketch of the model is given in Figure 11. The completed 
mesh of the half cylinder comprises 1.4598 million cells. 
 

 
Figure 11: CFD model of the ‘Barrel of Ilmenau’ 
 
The results in Figure 12 show that both the SKE and KW-
SST models underpredict the heat transfer rate and this is 
more significant as the Ra number gets larger. The V2F-
MOD has much closer agreement with the experimental 
data. Its Nu number values are slightly greater than the 
experimental data. 
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(a) 

 
(b) 

Figure 12: (a) Corresponding Nusselt (Nu) at different 
Raleigh (Ra) number for the different turbulence model 
performance (b) velocity contour [m/s] taken at the 
symmetry plane showing the natural convection currents. 
 

CONCLUSION 

In this work a standard k-ɛ, k-ω-SST and a modified v2-f 
turbulence model for a number of standard test cases is 
presented to determine the temperature distribution, and 
heat transfer rate due to buoyant flow found in natural 
convection, and forced convection. It was shown that the 
turbulent exchange of momentum in free shear flows is 
significantly underestimated when using the classical 
model constants for the ε-equation. The reason for this is 
the equation for determining the proportionality of the 
production term in the ε-equation, which has been 
calibrated for near-wall shear flows and thus modifications 
are needed for free shear flows. For this reason a 
modification is proposed which allows an individual 
adjustment of the dissipation rate production away from 
the wall. 
 
Validation of the modified v2-f model was based on 
different flow situations. It was shown that the modified 
v2-f model can successfully capture the isothermal and 
non-isothermal air flow phenomena in convective heat 
transfer processes and flow around obstacles. 
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