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ABSTRACT

The performance of the Wilcox (1998) k-o turbulence
model is compared with the standard k-& model, and with
a modified k-& model in an elliptic flow solver. The flow
selected for this comparison is a round jet issuing from a
pipe and surrounded by a co-flow, but without the
influence of confinement (Schefer, Hartmann and Dibble,
1987). This is a necessary test prior to studying more
complex flows.

The Wilcox (1998) k- model gives a prediction of the
round-jet spreading rate similar to that of the modified k-€
model and better than that of the standard k-¢ model.
However with the current implementation of the k-o
model, the convergence of the solution is sensitive to the
choice of boundary location and to the boundary values of
k and . This sensitivity is currently under investigation.

NOMENCLATURE

Cqr Dissipation rate equation production
coefficient

Cer Dissipation rate equation dissipation
coefficient

C, Eddy viscosity coefficient

D; Internal pipe diameter

/B Bounded vortex stretching function
(7/8< fg<1)

f 5 Bounded cross diffusion function
(1< fg < 1.7)

k Kinetic energy of turbulent fluctuation per
unit mass

r Radial distance

I Half width (Radius at which velocity is half
the centreline value)

R Pipe radius (Dy/2)

Repipe Pipe Reynolds number (DjU/V)

Ry Turbulence Reynolds number

S Mean strain rate tensor, §, = 1 %+ai

/2 dx;  dx;

u Axial velocity fluctuations

Upuik Bulk Velocity

Uq Centreline velocity

Ue Co-flow velocity

Uee Centreline exit velocity

U; Mean velocity

U, Friction velocity, U, = Tw.

v Radial velocity fluctuations

w Radial velocity fluctuations

y Distance from wall

y* Dimensionless distance from the wall, based
on sublayer parameters, " = e

v

o Production coefficient for specific dissipation
rate (Wilcox model)

B Dissipation rate coefficient for turbulence
kinetic energy (Wilcox model)

B Dissipation coefficient for specific dissipation
rate (Wilcox model)

6 Boundary layer thickness

6 Kronecker delta

€ Modelled dissipation rate per unit mass

u Dynamic molecular viscosity

v Kinematic molecular viscosity (u/p)

vr Kinematic eddy viscosity

p Density

o Reciprocal of turbulent Prandtl number for
kinetic energy (Wilcox model)

c Reciprocal of turbulent Prandtl number for
specific dissipation rate (Wilcox model)

oy Turbulent Prandtl number for kinetic energy
(k-& model)

o, Turbulent Prandtl number for dissipation rate
(k-£ model)

Ty Specific Reynolds stress tensor (—Tu;«

T, Wall shear stress

Xk Cross diffusion parameter

Xo Vortex-stretching parameter

© Specific dissipation rate

Q; Mean rotation tensor, Q; = l[aﬂ_ U, ]

2| dx;  Ox;
INTRODUCTION

Industrial flows usually contain complex arrangements of
boundary-layers and free-shear flows. Turbulent jets are
widely used for mixing two streams of fluid, as for
example, in combustion where a fuel jet flow is commonly
injected into a co-flowing stream of air.

To predict industrial flows, it is therefore highly desirable
for a single turbulence model to be capable of simulating
both boundary-layers and free-shear flows without
requiring prior knowledge of their location within the
computational domain.

Without viscous corrections the widely used standard k-
turbulence model fails to predict flow near a solid
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boundary. It also fails to predict the experimentally
observed difference between the spreading rate of a plane
jet and the spreading rate of a round jet. In experiments,
the spreading rate of a round jet is 15% lower than that of
a plane jet, but in simulations with the standard k-&¢ model,
the round-jet spreading rate is 15% higher (Wilcox, 1998).

Attempts at overcoming the round jet / plane jet anomaly
have almost invariably involved modifying the closure
coefficients in the dissipation-rate equation of the k-
model. Some of these modifications (McGuirk and Rodi,
1979 and Morse, 1977) use non-local parameters, such as
the half width (r,), and are not applicable to general
flows. The Pope (1978) modification is based on a simple
physical argument and is more generally applicable.
Dally, Fletcher and Masri (1998) have shown, using an
elliptic flow solver, that a simple change to a closure
coefficient (C) produces more accurate and robust
simulations of round and bluff-body jets than the
modifications previously suggested. All of the above
modifications to the standard k-€ model reduce either the
generality or the numerical stability of the CFD code.

Wilcox (1988) proposed that the dissipation-rate equation
of the k-€ model (Appendix Equation 6) be replaced by an
equation for a specific dissipation rate defined as @ = k/e.
This k-® model predicts the behaviour of attached
boundary layers in adverse pressure gradients more
accurately than k-¢ models, but performs poorly in free
shear flows (Bardina, Huang and Coakley, 1997). The
revised Wilcox (1998) turbulence model is designed to
overcome the round-jet/plane-jet anomaly without
degrading the simulation of boundary layer flows. In the
revised model, closure coefficients which were previously
constants (Wilcox, 1988) have become functions of the
flow variables. Wilcox (1998) showed that the revised
model works well in simulations of self-similar free-shear
flows.

This paper describes the results of further testing with an
unconfined turbulent jet and an elliptic flow solver.
Results from the Wilcox (1998) k- turbulence model are
compared with the experimental data of Schefer et al.
(1987), with a simulation using the standard k-€ model
(Launder and Sharma, 1974) and with results from a
modified k-& model.

CHOICE OF EXPERIMENTAL COMPARISON

In common with all other engineering fluid flows,
important aspects of jet behaviour are governed by the
boundary conditions. In cases where the boundary
conditions are very strongly perturbed, as in the fluidic
precessing jet (Nathan, 1988) or in an acoustically excited
jet (Hill and Greene, 1977), the structure of the turbulence
is very different from that found in simple turbulent jets.
In the particular case of a precessing jet these differences
can provide substantial benefits to gaseous flames, with a
simultaneous increase in radiant heat transfer and
reduction in nitric oxide emissions (Manias & Nathan,
1994; Nathan, Turns & Bandaru, 1996).

The effect of boundary conditions on jet evolution is not
limited to strong perturbations. The hypothesis that the far
field of a simple turbulent jet is independent of the exit
plane boundary conditions is now known to be only an
approximation (George, 1989). Mi, Nobes and Nathan
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(1999) have demonstrated that otherwise identical jets
issuing from a pipe and a smooth contraction have
different spreading rates and centreline scalar statistics in
both the near and far-fields. Hence even apparently minor
differences in boundary conditions can influence the flow
significantly.

In numerical simulations, the boundary conditions must be
adequately specified and physically realistic in order to
obtain an acceptable solution. In order to validate a
numerical simulation, it must be compared with
experimental measurements. The choice of experimental
comparison must be made with regard to

a) the availability of appropriate experimental data (e.g.
boundary distributions of velocity and turbulence
quantities),

b) the observed or deduced sensitivity of the flow to

changes in boundary conditions, and
c) the feasibility of obtaining the numerical solution.

The current implementation of the Wilcox (1998) k-w
model is found to be sensitive to the choice of boundary
location and boundary values of k and . Numerous
attempts at modelling either a jet issuing into an
unconfined quiescent environment or a jet emerging from
a smooth contraction nozzle with a uniform velocity
profile were unsuccessful in obtaining a converged
solution. This means that the measurements of
Panchapakesan and Lumley (1993), Wygnanski and
Fiedler (1969) and Antonia and Bilger (1973) are not
appropriate test cases for validation of the k- model. We
require measurements of a jet emerging from a pipe into a
co-flow, such as those provided by Schefer, Hartmann and
Dibble (1987).

In Schefer’s experiment a propane jet emerges from a 5
mm diameter pipe into a co-flowing air stream. The
length of straight pipe upstream of the exit plane is 400
pipe diameters, thus ensuring fully developed turbulent
pipe flow at the pipe exit. The centreline velocity (U, ) is
70.0 m/s. A bulk flow velocity of 56.7 m/s is obtained by

assuming a power law velocity distribution of the form
1

U _(»Y
U, R

Upstream of the pipe exit, the co-flow air passes through a
honeycomb section and then a smooth contraction to
produce a mean velocity of 9.4 m/s and a turbulence
intensity of 0.4%. The thickness of the external boundary
layer on the pipe is 1.5 mm. It is necessary to make some
minor assumptions in our simulation because Schefer
omits some details, such as the wall thickness of the pipe
and the temperature of the flow.

, where n=6.69.

DESCRIPTION OF TURBULENCE MODELS

All of the two equation turbulence models considered
below use the Boussinesq approximation to model the
Reynolds stress tensor using an eddy viscosity:
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Standard k- Model

The standard k-¢ model with low-Reynolds number
corrections (Launder and Sharma, 1974) is described in
the Appendix (Equations 3-9). The use of low-Reynolds-
number corrections allows direct comparison with the low
Reynolds-number revised k-0 model.

The mean velocity, turbulence kinetic energy (k) and
modelled dissipation rate (€) are set to zero at the solid
boundaries.

Modified k- Model

In the modified k-¢ model, the closure coefficient
C.=1.44 of the standard k-¢ model is changed to
C,1=1.60. For self-similar round jets, this is equivalent to
the McGuirk and Rodi (1979) and Morse (1977)
modifications to the dissipation rate equation of the
standard k-€ model.

Revised Wilcox (1998) k-w Model

The equations for the revised k- turbulence model, which
is a low-Reynolds-number model, are given in the
Appendix (Equations 10-15).

At the solid boundaries, mean velocity and turbulence
kinetic energy are zero. For the viscous sublayer at a solid
boundary, Wilcox (1998) provides the solution
. 2
eyt =g, @
Wilcox attributes the success of the k- model in
modelling adverse pressure gradient boundary layers to
the lack of cross-diffusion
1ok %0
w3 dx; dx;
in the ® equation and a corresponding absence of cross-
diffusion in the modelled boundary layer. On the other
hand, changing the dependent variables from € to ® in
Equation 5 shows that cross-diffusion is an implicit
feature of the k-€ model. Apart from the differences in
the closure coefficients this is the major difference
between the two models.

Xk =

The lack of a cross diffusion term in the ® equation is also
believed to be responsible for the poor performance of the
1988 k- model in free shear flows. In his 1998 model,
Wilcox uses the cross diffusion parameter, which is large
in free shear flows and small in boundary layers, to
selectively increase the dissipation term in the k equation
and hence to reduce the eddy viscosity in free shear flows.

Pope (1978) suggested a vortex stretching modification to
the € equation in the k-& model. He argued that in areas of
the flow where mean vorticity is stretched, there is a
reduction in length scale, and so it is likely in these areas
that turbulence vorticity is also stretched and reduced in
scale. A reduction in turbulence scale implies an increase
in dissipation. If the destruction term in the dissipation
equation (C,,) is reduced in proportion to the mean vortex
stretching, net dissipation is increased. This reduces the
eddy viscosity, and so decreases the spreading rate.

Wilcox (1998) introduces essentially the same argument in
his ® equation, but his adjustment is bounded (Equation
13) rather than proportionate (Pope, 1978). The Pope
(1978) correction to the standard k-€¢ model is not
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considered here because it reduces the convergence rate of
the calculation significantly (Dally et al. 1998).

The revised Wilcox (1998) model was implemented in the
commercial CFD code CFX 4.2 (CFX, 1998). User-
defined subroutines were written to calculate the closure
coefficients as functions of the flow variables, to overwrite
the existing eddy viscosity and to overwrite the production
and dissipation terms in the existing k- implementation.

PROCEDURE
For the jet-flow the computational domain is an
axisymmetric grid extending 50 pipe diameters

downstream from the pipe exit, 80 pipe diameters
upstream from the pipe exit and 20 pipe diameters from
the axis. The 80 pipe diameters of development length
make it possible to establish a fully developed turbulent
pipe flow at the pipe exit. =~ Within the pipe, the
axisymmetric grid has 20 cells in the radial direction and
60 cells in the axial direction. The overall number of cells
in the axial and radial directions is 140 and 60,
respectively. As the grid approaches the walls its spacing
is reduced in order to resolve the viscous sublayer. All
cells adjacent to the walls are within 0 <y" < 1.7. The
axial and radial grid spacing becomes larger with
increasing downstream distance from the pipe exit.

Flow variables are uniform at the inlet boundaries, and
zero pressure is specified at the remaining external
boundaries. Van Leer differencing is used for the
convection term in the scalar transport equations (k, €,
mass fraction and enthalpy), and QUICK is used for the
velocity equations. The calculation is continued until the
ratio of mass residuals to mass entering the pipe is less
than 0.5 x 10°.

RESULTS

In Figure 1, the velocity distribution of the fully developed
pipe flow is compared with the experimental results of
Laufer (1952) for a pipe Reynolds number of 50,000. All
three turbulence models produce a fully developed flow at
distances more than 55 diameters from the pipe inlet. The
velocity distributions for the k- model and the standard
k-¢ model are in very close agreement. Both agree
reasonably with experimental data. The velocity
distribution from the modified k-&¢ model matches the
experimental data less closely. All three models are
considered to provide a useful pipe exit boundary
condition for the jet flow simulation.
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Figure 1: Comparison of mean velocity in experiments
and simulations of fully developed pipe flow.



In Figure 2, nondimensional centreline mean velocity is
plotted as a function of nondimensional distance from the
pipe exit. In the turbulent far field (x/D;> 20), centreline
velocity from the standard k-& model decays about 20%
faster than the experimental data. This finding is
consistent with previous investigations (eg. Wilcox,
1998). In contrast, centreline velocity from the modified
k-€ model and revised k- model decays more slowly than
the experimental data, by about 14% and 11%
respectively. The modified k-& model and the revised k-®
model predict similar centreline velocity decay. Results in
the near field (x/D; < 5) are dominated by the velocity
distribution of the fully developed pipe flow.
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Figure 2: Comparison of the centreline axial mean
velocity in experiments and simulations of a round jet in
co-flow.
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Figure 3: Comparison of the centreline axial mean
velocity in experiments and simulations of a round jet in
co-flow.

Figure 3 shows that, in the turbulent far field of the jet, the
reciprocal of the jet centreline velocity excess
Ubulk - Uca
Ucl - Uca
becomes a linear function of the distance from the pipe

exit, although the linear coefficient is different in every
case.

Radial distributions of velocity at a distance x=30D; from
the pipe exit are shown in Figure 4. In Figure 4(a) the
radius is nondimensionalised by distance from the virtual
origin and therefore indicates differences in the spreading
rates to be seen. The half width (r,,) spreading rate for
the present jet in a coflow is significantly smaller than that
of an unconfined jet (Table 1).

In Figure 4(b), the radial distribution of mean velocity in
the “self similar” region of the jet is normalised with local
velocity and length scales. The shape of the velocity
distribution is therefore expected to be less dependent of
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the jet spreading rate, and more dependent on distribution
of the mixing length scale or, for the experimental data, on
the mechanisms of turbulent motion. As in simulations of
self-similar jets (Wilcox, 1998), differences between the
simulations and the experimental data are most apparent
near the edge of the jet, where the real flow is
intermittently turbulent and “laminar”.

Jet Spreading Rate
Ug/Uy = U,/Ug =0.0 (no co-
0.134 flow)
Expt. 0.061 0.086-0.096 (Wygnanski &
(Schefer) Fiedler, 1969;
Panchapakesan & Lumley,
1993)
Std. k-¢ 0.068 0.120 (Wilcox, 1998)
(present)
Mod. k-& | 0.043 -
(present)
1998 k- | 0.052 0.088 (Wilcox, 1998)
(present)

Table 1: A comparison of measured and predicted half
width (ry,) spreading rates of jets with and without a
coflow.
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Figure 4: Radial distributions of velocity obtained at an
axial distance of 30 Dj in experiments and simulations of a
round jet in co-flow; (a) variation in spreading rates; (b)
variation in shape.

It is clear from Figure 5 that none of the turbulence
models tested here are able to provide an accurate
prediction of turbulence kinetic energy. Even in the
“best” simulation, which is provided by the k- model, the
peak turbulence kinetic energy is twice the experimental
value. The turbulence kinetic energy is estimated from the
experimental data with

k= l(u'z +2v"2
2

because the third component of fluctuating velocity (w')
was not measured.
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Figure 5: Comparison of the centreline turbulence kinetic
energy in experiments and simulations of a round jet in
co-flow.

DISCUSSION

The results from the revised k-@ model are generally
encouraging. In a pipe flow it provides a level of accuracy
similar to that of the standard k-¢ model, and in a round jet
it is about as accurate as the modified k- model, but its
closure coefficients do not need to be changed to suit the
flow.

Wilcox (1998) has performed calculations in self-similar
jet flow using a numerical method that solves the self-
similar equations. = He used a transformed radial
coordinate that maps the edge of the shear layer to infinity.
This removes the need to compute values outside the shear
layer and has the effect of clustering grid points near the
edge of the jet. The self-similar simulation requires no
pipe exit boundary conditions.

Wilcox obtained a radial distribution of velocity and
spreading rate that agree well with the experimental data
of Wygnanski and Fiedler (1969). However, the
agreement between the k- model and the experimental
data in the present case in which inlet boundaries and a
co-flow are present is not quite as good (Table 1).

One feature of Schefer’s experiment not included in our
numerical simulations is a smooth contraction in the duct
providing the co-flow. As a result the thickness of the
simulated boundary layer on the outside of the pipe at the
exit (6=0.75D) is more than twice the value measured in
the experiments (8=0.3D;). Another possible difference
between the experiment and our simulations arises
because the temperature, and hence the density, of the
propane jet used in the experiments was not reported. It
has been assumed to be 20°C in the calculations.

The current implementation of the revised (1998) k-o
model can produce anomalous and extremely rapid decay
of the jet, especially when the development length of
boundary layers upstream of the pipe exit is very short.
Low turbulence intensities at the upstream boundaries in
either the jet or co-flow, and low co-flow velocities tend to
exacerbate this problem. The anomaly is avoided by
allowing the pipe flow and the co-flow upstream of the
pipe exit to develop over a length of 80 pipe diameters.
This behaviour may be related to the reported sensitivity
to boundary conditions (Menter, 1992).

The simulations in this paper use low-Reynolds number
turbulence models, which must be integrated through the
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viscous sublayer. In the future, the use of wall functions
(Wilcox, 1998) may speed up the calculations.

SUMMARY

The revised k-o turbulence model is implemented in a
commercial CFD package and it is used to simulate a
round jet in a co-flow. It performs at least as well as the
modified k-¢ model and better than the standard k-¢
model. The errors in the calculated mean velocity are in
the order of 10%. The ability to calculate both boundary
layer and free-shear flows without explicitly adjusting the
closure coefficients is a significant advantage which
justifies further development of the model.

The issue of sensitivity to boundary conditions requires
further investigation.
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APPENDIX — TURBULENCE MODEL EQUATIONS

Standard k- Model
dk dk aU;
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Revised Wilcox (1998) k-w Model
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